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Abstract
Wireless network state varies with the surrounding environment, however, the existing resource allocation algorithm cannot adapt to the varying network state, which results to the underutilization of frequency and power resource. Therefore, in this paper, we propose an adaptive resource allocation algorithm which can efficiently adapt to the varying network state by building an optimal mathematical model and then changing the weighted value of the objective function. Furthermore, the optimal allocation of subcarrier and power is derived by using the Lagrange dual decomposition and the subgradient method. Simulation results show that the proposed algorithm can adaptively allocate the resource to the users according to the varying user density which represents the network state.
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1. Introduction
With the development of wireless mobile communication such as 4G and 5G, the number of mobile terminal is increasing growing, and the fluctuation of user density also becomes higher, e.g., the user density of commercial areas in daytime is higher than that in evening, and the user density of residential areas in daytime is lower than that in evening. Consequently, the changing user density will affect the wireless network state. In addition, the inherent characteristic of wireless network is that the users are always in movement. Therefore, an effective adaptive resource allocation is necessary for the varying network [1].

Existing resource allocation algorithms can be divided into two categories based on the optimization criteria. One is to take the users’ throughput maximization as the objective function [2, 3], and the other is to take the base station’s (BS’s) power minimization as the objective function [4, 5]. In [2], the resource allocation mechanism with a two-step suboptimal algorithm is proposed, which jointly allocates subcarrier and power to maximize the minimum rate of all users while improving the system throughput. In [3], a adaptive resource allocation based on OFDMA fish swarm algorithm are studied to maximize the system throughput. The proposed mechanism includes subcarrier allocation based on a new way and power allocation based on the improved adaptive fish algorithm. The authors in [4] propose the resource allocation algorithm includes three steps. Firstly, initialize the subcarriers allocation according to channel gain, then, select the most suitable subcarrier for users by comparing the power. Finally, assign bits for subcarriers by utilizing the greedy water-filling algorithm. In [5], the authors use Hungarian algorithm to initially perform the subcarrier allocation, and then dynamically allocates bit to subcarriers based on the channel state information (CSI), finally adjust the power of subcarriers to minimize the transmission power.

Even though the above algorithms can improve the system performance under certain situations, however, once the resource allocation optimization models are built, their objective function is constant no matter how the wireless network state changes. i.e, they are all fixed resource allocation algorithm. However, the users’ movement will lead to the variation of network environment, and the fixed resource allocation is not optimal for the changing wireless network. In the case of high user density, the resource scarcity is the major problem, and the target of resource allocation is to maximize the network capacity. However, in the case of low user density, the target becomes to guarantee the quality of service (QoS) and reduce the total
BS’s power consumption according to the Shannon Theory. As the existing resource allocation algorithm cannot dynamically vary with the varying wireless network state/user density. Therefore, in this paper, an adaptive resource allocation algorithm is proposed, which not only can adjust itself to the varying network environment, but also can achieve the self-optimization. The proposed algorithm firstly builds a mathematical model by combining with the varying characteristics of user density, and then the optimal allocation of subcarriers and power is performed by using the Lagrange dual decomposition. Furthermore, in order to reduce the computation complexity, we decompose the original problem into several independent sub-problems. Simulation results show that the proposed algorithm can adaptively allocate the resource to the users according to the varying user density which represents to the wireless network state.

2. System Model and Problem Formulation

We consider a single-cell scenario for the multiuser cellular network with a BS [6]. We assume that the total number of subcarriers is $N$, the total transmit power of BS is $P_{\text{total}}$, the minimum requirement and maximum limit of user rate is $R_{\text{min}}$ and $R_{\text{max}}$ respectively. $K$ users are uniformly distributed over the cell, and $h_{k,n}$ is the channel gain of subcarrier $n$ between BS and user $k$. Moreover, the BS is assumed to be able to obtain the CSI feedback [7], which follows the frequency selective fading [8].

The transmission rate of user $k$ on subcarrier $n$ is $R_{k,n}$, and it can be represented as [9]:

$$R_{k,n} = B \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right)$$

Where $B$ and $\sigma^2$ are subcarrier bandwidth and additive white Gaussian noise power, respectively.

The throughput of each user is represented as:

$$R_k = \sum_{n=1}^{K} \rho_{k,n} B \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right)$$

Where $\rho_{k,n} = 1$ denotes that subcarrier $n$ is utilized by user $k$, or else $\rho_{k,n} = 0$.

The total power consumption is:

$$P = \sum_{k=1}^{K} \sum_{n=1}^{N} \rho_{k,n} P_{k,n}$$

As described earlier, when user density is high, the main objective of resource allocation is to maximize the users’ throughput, i.e.:

$$\max \left\{ \sum_{k=1}^{K} \sum_{n=1}^{N} \rho_{k,n} B \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right) \right\}$$

When user density is low, the main objective becomes to minimize the BS’s power consumption, i.e.:

$$\min \left\{ \sum_{k=1}^{K} \sum_{n=1}^{N} \rho_{k,n} P_{k,n} \right\}$$

Hence, we can formulate the above multiple objective optimization function as a single-objective optimization function:
where $\alpha$ varies with the number of users $K$, and it describes the importance of network performance when the user’s density is in variation.

Equation (7) represents the minimum requirement of each user’s rate, (8) represents the maximum rate limit of each user, (9) represents the total transmitted power limit of the BS, (10) and (11) represent that a subcarrier cannot be occupied by more than one user at the same time.

3. Adaptive Resource Allocation Algorithm Based on Dual Decomposition

If an optimization problem satisfies the characteristics of the time-sharing, and then the original problem and its dual problem have a zero duality gap [10]. Therefore, the original problem and the dual problem have the same optimal solution. Equation (6) is a non-convex problem. If the number of subcarrier is large enough, the optimization problem obviously satisfies the time-sharing condition, therefore, we can take advantage of the Lagrange dual decomposition method to solve the optimization problem where the solution is progressive optimal [11].

Therefore, in this section, the solution of Equation (6) is derived by using Lagrange dual decomposition method. Let $\lambda$, $\beta$ and $\mu$ be Lagrange multipliers, respectively. Therefore, the Lagrange dual function of (6) can be expressed as:

$$g(\lambda, \beta, \mu) = \max L(\rho, P, \lambda, \beta, \mu)$$

$$= \max \left[ \sum_{k=1}^{K} \sum_{n=1}^{N} \alpha P_{k,n} \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right) - (1 - \alpha) \sum_{k=1}^{K} \sum_{n=1}^{N} \rho_{k,n} P_{k,n} \right]$$

$$+ \sum_{k=1}^{K} \lambda_k \left( \sum_{n=1}^{N} \rho_{k,n} B \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right) - R_{\text{min}} \right)$$

$$+ \sum_{k=1}^{K} \beta_k (R_{\text{max}} - \sum_{n=1}^{N} \rho_{k,n} B \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right)) + u(P_{\text{total}} - \sum_{k=1}^{K} \sum_{n=1}^{N} \rho_{k,n} P_{k,n})$$

$$= \max \left[ \sum_{k=1}^{K} \sum_{n=1}^{N} \alpha P_{k,n} \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right) - (1 - \alpha) \sum_{k=1}^{K} \sum_{n=1}^{N} \rho_{k,n} P_{k,n} \right]$$

$$+ \lambda_k B \log_2 \left(1 + \frac{P_{k,n} |h_{k,n}|^2}{\sigma^2}\right) - \mu P_{k,n} - \sum_{k=1}^{K} \lambda_k R_{\text{min}} + \sum_{k=1}^{K} \beta_k R_{\text{max}} + \mu P_{\text{total}}$$

Where: \( \mathbf{\rho} = \begin{bmatrix} \rho_{11} & \rho_{12} & \cdots & \rho_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{k1} & \rho_{k2} & \cdots & \rho_{ks} \end{bmatrix}, \mathbf{P} = \begin{bmatrix} P_{11} & P_{12} & \cdots & P_{1s} \\ \vdots & \vdots & \ddots & \vdots \\ P_{k1} & P_{k2} & \cdots & P_{ks} \end{bmatrix} \)

Optimization problem of dual domain can be represented as:

\[
\min_{\lambda, \beta, \mu} g(\lambda, \beta, \mu) = \begin{bmatrix} \lambda_i^+ - y_i^+ \sum_{n=1}^N \rho_{i,n}^* B \log_2(1 + \frac{P_{i,n}^* |h_{i,n}|^2}{\sigma^2}) - R_{\text{min}} \\
\end{bmatrix} (13)
\]

As the dual domain problem \( g(\lambda, \beta, \mu) \) is linear for \( \lambda, \beta \) and \( \mu \), therefore, it becomes a convex optimization problem, and then we can use subgradient iteration method to guarantee that the \( g(\lambda, \beta, \mu) \) can converge to minimum value. Moreover, the Lagrange multipliers are updated based on the following Equations [12]:

\[
\lambda_i^{t+1} = \lambda_i^t + y_i^t \sum_{n=1}^N \rho_{i,n}^* B \log_2(1 + \frac{P_{i,n}^* |h_{i,n}|^2}{\sigma^2}) - R_{\text{min}} \\
\mu^t = \mu^t - \zeta \sum_{n=1}^N \rho_{i,n}^* P_{i,n} \\
\beta_i^{t+1} = \beta_i^t - \sigma \sum_{n=1}^N \rho_{i,n}^* B \log_2(1 + \frac{P_{i,n}^* |h_{i,n}|^2}{\sigma^2}) \\
\]

Where \( \rho_{i,n}^* \) and \( P_{i,n}^* \) are the optimal subcarrier and power allocation which can satisfy equation (6), respectively. The number of iterations is \( i \). \( y_i^t, \sigma_i^t \) and \( \zeta \) are the iteration step length of Lagrange multipliers, respectively.

\[
\lim_{t \to \infty} y_i^t = 0, \sum_{t=1}^\infty y_i^t = \infty; \lim_{t \to \infty} \zeta = 0, \sum_{t=1}^\infty \zeta = \infty; \lim_{t \to \infty} \sigma_i^t = 0, \sum_{t=1}^\infty \sigma_i^t = \infty \\
\]

If the step length satisfies the criteria in (17), the subgradient method can converge to the optimal dual solution.

The optimization variables \( \mathbf{\rho} \) and \( \mathbf{P} \) need to be determined under the case of given dual variables \( \lambda, \beta \) and \( \mu \) for the solution of the dual function \( g(\lambda, \beta, \mu) \). In order to reduce the computation complexity, the dual problem is decomposed into \( N \) independent optimization problem.

\[
g(\lambda, \beta, \mu) = \sum_{n=1}^N g_n(\lambda, \beta, \mu) = \sum_{k=1}^K \lambda_k R_{\text{min}} + \sum_{k=1}^K \beta_k R_{\text{max}} + \mu P_{\text{total}} \\
\]

\[
g_n(\lambda, \beta, \mu) = \max \left\{ \sum_{k=1}^K \rho_{k,n} \alpha B \log_2(1 + \frac{P_{k,n} B |h_{k,n}|^2}{\sigma^2}) - \sum_{k=1}^K \rho_{k,n} (1 - \alpha) P_{k,n} \\
+ \sum_{k=1}^K \rho_{k,n} \beta_k B \log_2(1 + \frac{P_{k,n} B |h_{k,n}|^2}{\sigma^2}) - \sum_{k=1}^K \rho_{k,n} \beta_k P_{k,n} \right\} \\
\]

The Equation (19) can be transferred into the below formats by using Karsh-Kuhn-Tucker condition [13].

\[ \frac{\partial g_{i}(\lambda, \mu)}{\partial P_{i,k}} = \rho_{i,k}B \left| h_{i,k} \right|^2 \left( (\lambda + \beta_i) - \beta_k \right) \ln(2) \left( \sigma^2 + P_{i,k} \right) \left| h_{i,k} \right|^2 - \rho_{i,k}(1-\alpha + \mu) \quad \forall k, n \]  

(20)

\[ \frac{\partial g_{i}(\lambda, \mu)}{\partial \rho_{i,k}} = B \log_2 \left( 1 + \frac{P_{i,k} \left| h_{i,k} \right|^2 \left( \lambda + \beta_i - \beta_k \right) - P_{i,k}(1-\alpha + \mu)}{\sigma^2} \right) \quad \forall k, n \]  

(21)

The optimal power allocation can be obtained under the conditions of the specific subcarrier allocation by using of KKT condition:

\[ P_{i,k} = \left[ \frac{B(\lambda + \beta_i - \beta_k)}{\ln(2)(1-\alpha + \mu)} - \frac{\sigma^2}{\left| h_{i,k} \right|^2} \right]^+ \quad \forall k, n \]  

(22)

Where \([A]^+\) represent \(\max(0,A)\), and (23) is derived by substituting (22) to (19):

\[ g_{i}(\lambda, \mu) = \max_{i,k} (\lambda + \beta_i \left| h_{i,k} \right|^2) \left[ \log_2 \left( \frac{B \left| h_{i,k} \right|^2 \left( \lambda + \beta_i - \beta_k \right)}{\sigma^2 \ln(2)(1-\alpha + \mu)} \right) \right] - (1-\alpha + \mu) \left[ \frac{B(\lambda + \beta_i - \beta_k)}{\ln(2)(1-\alpha + \mu)} - \frac{\sigma^2}{\left| h_{i,k} \right|^2} \right]^+ \quad \forall k \]  

(23)

From the above analyses, we can get the optimal allocation rule of subcarrier:

\[ k^* = \arg \max_{i,k} \left( (\lambda + \beta_i \left| h_{i,k} \right|^2) \left[ \log_2 \left( \frac{B \left| h_{i,k} \right|^2 \left( \lambda + \beta_i - \beta_k \right)}{\sigma^2 \ln(2)(1-\alpha + \mu)} \right) \right] - (1-\alpha + \mu) \left[ \frac{B(\lambda + \beta_i - \beta_k)}{\ln(2)(1-\alpha + \mu)} - \frac{\sigma^2}{\left| h_{i,k} \right|^2} \right]^+ \right) \]

(24)

The optimal power allocation rules: the BS allocates power on the corresponding subcarrier of users by following equation (22), when the allocation of subcarrier is already finished. We finally obtain the optimal allocation rules of subcarrier and power by deriving Equation (6), which can adapt to the user density. The allocation rules of the proposed algorithm are summarized as:

**Step 1:** Initialize \( y_i^0, z_i^0, \omega_i^0, \lambda_i^0, \mu^0, \beta_i^0 \), \( \forall k, n \) with random non-negative numbers.

**Step 2:** Obtain optimal subcarrier allocation by using the current Lagrange multiplier according to equation (24).

**Step 3:** Obtain optimal power allocation on each subcarrier according to equation (22).

**Step 4:** Update Lagrange multiplier according to equations (14), (15) and (16).

**Step 5:** Go back to step 2 until convergence.

4. Simulation Analysis

In this section, we describe the simulation parameters and performance of the proposed algorithm. The simulation parameters are shown in Table 1. Figure 1 is the capacity comparison among algorithm 1, algorithm 2 and the proposed algorithm, wherein algorithm 1 only takes the maximization of system throughput as the objective function [14], and algorithm 2 only considers the minimization of BS’s power consumption as the objective function [15]. From the Figure 1, we can observe that the curve of throughput approaches to algorithm 2 when the user density is low, because in this case, the wireless resource is very sufficient, and the main target of resource allocation is to minimize the BS’s power consumption which is able to satisfy the user rate requirement according to the Shannon theory, i.e., Channel capacity is not only dependent on the bandwidth, but also the transmission power. However, with the increase of the number of users, the wireless resource becomes shortage, and the main target becomes to maximize the system throughput, that is to say, in order to satisfy the user rate requirement, it’s
cannot take the minimization of BS’s power consumption as the objective function again, and consequently, the curve approaches to algorithm 1.

Figure 2 is the BS’s power consumption of algorithm 1, algorithm 2 and the proposed algorithm. From Figure 2, we can see that when the number of users is low, the objective of resource allocation is to satisfy the minimum rate requirement of each user and minimize the BS’s power consumption, whereas the maximization of system throughput is not the main factor which we should consider. Therefore, the curve of power consumption approaches to algorithm 2, which achieves the optimization of power consumption. With the increase of user density, the resource shortage becomes serious, and then the maximization of system throughput becomes the main objective, which leads to more power consumption to satisfy the rate requirement based on the Shannon theory. Therefore, the curve of power consumption approaches to algorithm 1, which increase the power consumption. In conclusion, the proposed algorithm can be adaptive to the varying of user density as well as the changing network environment.

Table 1. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Bandwidth</td>
<td>2 MHz</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>64</td>
</tr>
<tr>
<td>User’s lowest rate</td>
<td>17 bit/s</td>
</tr>
<tr>
<td>User’s maximal rate</td>
<td>30 bit/s</td>
</tr>
<tr>
<td>Total power</td>
<td>46 dbm</td>
</tr>
<tr>
<td>White Gaussian noise power</td>
<td>$10^{-2}$ W</td>
</tr>
<tr>
<td>Channel model</td>
<td>Rayleigh fading channel</td>
</tr>
<tr>
<td>Number of users K</td>
<td>1~30</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>K/30</td>
</tr>
</tbody>
</table>

5. Conclusion

As the traditional resource allocation cannot adaptively vary with the wireless communication environment. Therefore, in this paper, we propose an adaptive resource allocation algorithm to adapt to the dynamic network environment. Firstly, an optimization mathematical model is built according to the varying network environment. Then, the weights of objective function dynamically vary with this kind of variation, which leads to the adaptation. Furthermore, the Lagrange dual method and subgradient method is utilized to get the optimal solution of the optimization model. Finally, in order to verify the algorithm performance, we assume that user density is utilized to represent the varying network environment, and the total wireless resource is fixed. The resource shortage is the most challenges at present when the user density is higher, so the target of resource allocation becomes to maximize the system throughput. However, the resource is sufficient when the user density is lower, and the target of
resource allocation becomes to satisfy the QoS request of each user and lower the power consumption. Simulation results show that, in the case of varying user density, we can obtain the adaptive resource allocation by changing the weights of objective function, and it's also verify the validity of the proposed algorithm. We believe that our proposed algorithm is promising for the future 5G mobile communication system.
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