Bank of Extended Kalman Filters for Faults Diagnosis in Wind Turbine Doubly Fed Induction Generator
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Abstract
In order to increase the efficiency, to ensure availability and to prevent unexpected failures of the doubly fed induction generator (DFIG), widely used in speed variable wind turbine (SVWT), a model based approach is proposed for diagnosing stator and rotor winding and current sensors faults in the generator. In this study, the Extended Kalman Filter (EKF) is used as state and parameter estimation method for this model based diagnosis approach. The generator windings faults and current instruments defects are modelled, detected and isolated with the use of the faults indicators called residuals, which are obtained based on the EKF observer. The mathematical model of DFIG for both healthy and faulty operating conditions is implemented in Matlab/Simulink software. The obtained simulation results demonstrate the effectiveness of the proposed technique for diagnosis and quantification of the faults under study.
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1. Introduction
The wind power generation industry is excitingly growing around the world. According to Global Wind Energy Council (GWEC) statistics, the global cumulative installed wind capacity has developed from 23,900 MW in 2001 to 539,581 MW in 2017. During the last 15 years, doubly fed induction generators (DFIGs) are the most used generators in variable speed wind turbines. The extensively applied configuration of this wind turbine technology is formed of a wound rotor generator with a stator winding connected directly to the grid, while the rotor is coupled to the grid through two power converters, which are rotor-side converter (RSC) and grid-side converter (GSC) [1]. This architecture allows the wind turbine operating in variable speed range, which is approximately -40 to 30% around the synchronous speed and the power electronic converters are conceived to transit only 30% of the nominal generator capacity [2], which makes this configuration attractive and economically interesting.

As all electrical machines, these generators are subjected to diverse types of faults, among which components and sensors faults. The need of an accurate and effective fault detection procedure at the incipient stage is highly required to reduce the operation and maintenance cost of wind energy systems, also to avoid the breakdowns and major damages. When sensors are affected by faults, they provide a wrong image of the physical measured quantities. Therefore the improvement of their reliability seems interesting. Fault detection and isolation in sensors of induction machines has been highlighted in [3, 4, 5]. Moreover, to detect such faults, a Fault diagnosis model based method using an unknown input of multiple observers described via Takagi-Sugeno (T-S) is proposed in [6, 7] proposes a new detection and estimation approach for current sensor faults in the stator and rotor of a DFIG. Furthermore, a robust model-based approach, based on Bond-Graph (BG) theory is proposed in [8] to detect and isolate sensor faults in Doubly Fed Induction Generator (DFIG) wind generators in presence of parameter and sensor measurement uncertainties.

The component faults occurred mainly in the rotor, stator and machine bearing, such as Inter-Turn Short Circuit (ITSC), which happens between two wires within one phase due to insulation deterioration and as the Increased Phase Resistance (IPR) in the rotor and stator windings, slip ring degradation and bearing faults, according to [9]. The ITSC and IPR are the most common defects of DFIG generator and cause an electrical unbalance in the stator and...
rotor windings [10]. Only. The IPR fault of both stator and rotor winding of DFIG is tackled in this paper. Model based Detection and Isolation (FDI) methods of parameters faults in induction machines, using estimation techniques have been extensively investigated in the literature. The estimation of parameters using observers or filtering approaches is an indirect procedure, which consists of augmenting the state vector by defining the monitored parameters as additional state variables and the parameters faults are detected through evaluating deviation in the parameters values from their predefined norms. For instance, In order to estimate both the state and the unknown inputs of the DFIG, an unknown input observer (UIO) is used in [11]. The extended kalman filter is used for electrical parameter estimation of doubly-fed induction generators (DFIGs) in variable speed wind turbine systems (WTS) in [12]. An augmented EKF is used to estimate the rotor and stator resistance of the induction motor (IM) drive in [13]. Moreover, the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF) are used for for parameter estimation of the doubly fed induction generator (DFIG) driven by wind turbine in [14]. Also, An Extended Kalman Filter-Based Induction Machines Faults Detection is proposed in [15] and the parameter used for the diagnosis is the estimated rotor resistance. Dual EKF is applied also to both state and parameter estimation of vehicle in [16].

To deal the problem of multiple and simultaneous faults detection and localization, the use of a bank of Kalman filters is mainly interesting, this bank can be designed according to a dedicated observer scheme (DOS) as in [17] or structured using a generalized observer scheme (GOS) such as in [18]. In this paper, a bank of EKF structured using the dedicated observer scheme is used for sensor and parameter faults detection and isolation of DFIG’s wind turbine. The level of faults is also determined by the investigated approach. In this view, the paper is ordered as follows: In the second section, the non linear state space model of DFIG is established. The third section is about the description of the Extended Kalman filter algorithm and its application for sensors and parameters estimation, more precisely stator and rotor resistances of DFIG system. The fourth section is devoted to the Model-based diagnosis approach of instruments and parameters faults for DFIG system. In the fifth section, the simulation results are presented and discussed. Finally, the conclusion is in the sixth section.

2. The Non Linear State Space Model of DFIG

To track changes and to diagnose faults in current sensors and the stator and rotor per phase resistances of the dfig, the state and parameter estimation method used here is based on the Extended Kalman Filter (EKF). The EKF state and parameter estimation requires considering the studied parameters as states and constructing an augmented state vector. As a result, the augmented model is non linear because of multiplication of states. Therefore, the discrete nonlinear state space model of the doubly fed induction generator has been developed in this paragraph. The zero order hold (ZOH) method is used for the model discretization and the sampling time is chosen according to the Shannon theorem. The sixth-order discrete model of DFIG in the two-axis stationary reference frame linked to the rotating magnetic field, named concordia and noted (α, β), is given by:

\[
\begin{align*}
\{x(k+1) &= f(x(k), u(k)) + w(k) \\
y(k) &= h(x(k), u(k)) + v(k), x(0) = x_0
\end{align*}
\]  

(1)

Where w (k) and v (k) are respectively the process and the measurement noises, which are characterized by:

\[
\begin{align*}
\{E(w(k)) &= 0 \\
E(w(k) \cdot w(k)') &= Q, \quad Q \geq 0
\end{align*}
\]  

(2)

\[
\begin{align*}
\{E(w(k)) &= 0 \\
E(w(k) \cdot w(k)') &= R, \quad R \geq 0
\end{align*}
\]  

(3)

x (k) is the state vector formed of the four currents expressed in the concordia reference frame, noted respectively \(i_{\alpha}, i_{\beta}, i_0\) et \(i_d\) and of the stator and rotor resistances of dfig, noted respectively \(R_s\) and \(R_r\). y (k) is the output vector, formed of the four currents. u (k) is the input
vector composed of the stator and rotor voltages of the generator in the stationary reference frame, noted respectively \(v_{sa}, v_{sb}, v_{ra}, v_{rb}\). The state vector is expressed as follows:

\[
x(k) = [x_1(k) \ x_2(k) \ x_3(k) \ x_4(k) \ x_5(k) \ x_6(k)]^T
\]

\[
x(k) = [i_{sa}(k) \ i_{sb}(k) \ i_{ra}(k) \ i_{rb}(k) \ R_s(k) \ R_r(k)]^T
\]

The input vector is given by:

\[
u(k) = [u_1(k) \ u_2(k) \ u_3(k) \ u_4(k)]^T
\]

\[
u(k) = [v_{sa}(k) \ v_{sb}(k) \ v_{ra}(k) \ v_{rb}(k)]^T
\]

The discrete state space model of DFIG in detailed form is given by the set of the following (6) to (9):

\[
x_1(k+1) = -\frac{1}{\sigma} \cdot L_s \cdot x_5(k) \cdot x_1(k) + \left(\frac{1}{\sigma} \cdot \omega + \omega_s\right) \cdot x_2(k) + \frac{M}{\sigma \cdot L_s \cdot L_r} \cdot x_6(k) \cdot x_3(k)
\]

\[
+ \frac{M}{\sigma \cdot L_s} \cdot \omega \cdot x_4(k) + \left(\frac{1}{\sigma \cdot L_r} - \frac{M}{\sigma \cdot L_s \cdot L_r} \cdot \omega \cdot x_2(k) + \frac{M}{\sigma \cdot L_s} \cdot \omega \cdot x_3(k)
\]

\[
+ \frac{M}{\sigma \cdot L_s \cdot L_r} \cdot x_6(k) \cdot x_4(k) + \frac{1}{\sigma \cdot L_r} \cdot u_1(k) - \frac{M}{\sigma \cdot L_s} \cdot \omega \cdot u_3(k) + w_2(k)
\]

\[
x_3(k+1) = \frac{M}{\sigma \cdot L_r} \cdot L_r \cdot x_5(k) \cdot x_3(k) - \frac{M}{\sigma \cdot L_r} \cdot \omega \cdot x_2(k) - \frac{1}{\sigma} \cdot \omega \cdot x_6(k) \cdot x_3(k)
\]

\[
+ \left(\omega_s - \frac{\omega}{\sigma}\right) \cdot x_4(k) - \frac{M}{\sigma \cdot L_r} \cdot \omega \cdot u_1(k) + \frac{1}{\sigma \cdot L_r} \cdot u_3(k) + w_3(k)
\]

\[
x_4(k+1) = \frac{M}{\sigma \cdot L_r} \cdot \omega \cdot x_1(k) + \frac{M}{\sigma \cdot L_s \cdot L_r} \cdot x_3(k) \cdot x_2(k) - \left(\omega_s - \frac{\omega}{\sigma}\right) \cdot x_3(k)
\]

\[
- \frac{1}{\sigma \cdot L_r} \cdot x_6(k) \cdot x_4(k) - \frac{M}{\sigma \cdot L_s \cdot L_r} \cdot u_2(k) + \frac{1}{\sigma \cdot L_r} \cdot u_4(k) + w_4(k)
\]

In this study the DFIG per phase resistances are supposed to be constant during the time of simulation; therefore, the state space equations are given by:

\[
x_5(k+1) = x_5(k) + w_5(k)
\]

\[
x_6(k+1) = x_6(k) + w_6(k)
\]

where \(R_s, R_r, L_s, L_r,\) and \(M\) are respectively stator per phase resistance, rotor per phase resistance, cyclic stator and rotor and mutual inductances. \(\omega_s\) is the synchronism angular speed \([\text{rad.s}^{-1}]\), \(\omega\) is the mechanical angular speed \([\text{rad.s}^{-1}]\) and it is given by:

\[
\omega = \omega_s - \omega_r = p \cdot \Omega_{\text{mec}}
\]

where \(\Omega_{\text{mec}}\) is the mechanical speed of DFIG [rpm], \(p\) is the poles number and \(\omega_r\) is the rotor angular speed \([\text{rad.s}^{-1}]\). \(\sigma = 1 - \frac{M}{L_s L_r}\) is the leakage coefficient.Terms \(w_1(k), w_2(k), w_3(k), w_4(k), w_5(k)\) and \(w_6(k)\) are the zero mean process noises.

3. Extended Kalman Filter (EKF)

The classical Kalman filter was originally in 1960 by the mathematician, electrical engineer and inventor Rudolf Emil Kalman. Its main advantage is the ability to provide estimates of system states, outputs and parameters, which are not directly measurable by physic sensors.
or which are prone to statistical noises and other inaccuracies. This concept is widely applied for navigation and vehicles control as aircraft and spacecraft. Furthermore, it is used in fields such as signal processing, economic and widely for estimation and tracking. The recursive filter kalman algorithm consists of two successive steps that are: firstly the prediction step of the actual state of a system based on its inputs, followed by the correction stage in which the state estimations, previously made, are updated using available and measurable system outputs. Basically, the Standard Kalman filter (SKF) was devoted to the estimation of the non-measurable states of linear systems. In fact, most of physical systems have a non-linear behavior, hence a powerful extension called extended Kalman filter (EKF), has been developed for state and parameter estimation of non-linear systems, which requires a linearization at each working point of the state equations.

\[
\hat{x}[0] = \hat{x}_0 = E(x_0) \\
P_0 = P[0] = E((x_0 - \hat{x}[0])(x_0 - \hat{x}[0])^T) \\
K_0 = K[0] = P[0] \cdot H[0]^T \cdot (H[0] \cdot P[0] \cdot H[0]^T + R)^{-1}
\]

The second step aims to predict the system state \(\hat{x}_{k|k-1}\) and its error covariance matrix \(P_{k|k-1}\) starting from the previous state estimate \(\hat{x}_{k-1|k-1}\) and the input vector \(u_{k-1}\).

\[
\hat{x}_{k|k-1} = \hat{x}_{k-1|k-1} + f(\hat{x}_{k-1|k-1}, u_{k-1}) + w_{k-1} \\
P_{k|k-1} = P_{k-1|k-1} + F_{k-1} \cdot P_{k-1|k-1} \cdot F_{k-1}^T + Q_{k-1}
\]

Where \(Q_{k-1}\) is the process error covariance matrix and \(F_{k-1}\) is the system gradient matrix (discrete Jacobian matrix), given by:

\[
F_{k-1} = \frac{\partial f}{\partial x} | x = \hat{x}_{k-1|k-1}
\]

In the third step, the local observability of the considered system should be verified. For \(k \geq 1\), we have:

\[
n_k = n[k] = rank(O_{bsv}[k])
\]

With \(O_{bsv}[k]\) is the observability matrix defined as in (24).

The fourth stage performs a correction of the predicted state estimate \(\hat{x}_{k|k}\) and its estimation error covariance matrix \(P_{k|k}\) using the system measured quantities. Formally, we have:

\[
K_k = P_{k|k-1} \cdot H_k^T \cdot (H_k \cdot P_{k|k-1} \cdot H_k^T + R_k)^{-1}
\]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \cdot [z_k - h(\hat{x}_{k|k-1})]
\]

\[
P_{k|k} = (I - K_k \cdot H_k) \cdot P_{k|k-1}
\]

Where \(K_k\) is the optimal kalman gain, \(R_k\) is the measurement error covariance matrix, \(z_k\) are the system measurement quantities and \(H_k\) is the Jacobian matrix expressed as:

\[
H_k = \frac{\partial h}{\partial x} | x = \hat{x}_{k|k-1}
\]

The choice of the matrices \(P_0\), \(Q\) and \(R\) represent a critical point in the design of the EKF, because that affects the EKF convergence and its estimation performance.
3.2. Application of the EKF for DFIG Currents and Resistances Estimation

The application of the observer (EKF) for the currents and resistances estimation of the generator dfig requires firstly the system observability verification. Since the dfig model is a nonlinear system, the observability of the linearized model should be verified locally around each operating point [21]. The observability can be verified by calculating the observability matrix and its rank, the observability matrix of the linearized model of dfig is given by:

$$O_{bsv}[k] = \begin{bmatrix} H_k & H_k F_k & H_k F_k^2 & H_k F_k^3 & H_k F_k^4 & H_k F_k^5 \end{bmatrix}^T$$

(24)

The pair \( \{ F[k], H[k] \} \) is observable if and only if the observability matrix \( O_{bsv}[k] \) has full rank, that's to say, for dfig model, \( \text{rank} \{ O_{bsv}[k] \} = 6 \), where six represent the number of the dfig model states. \( F_k \) and \( O_{bsv}[k] \) are calculated for each sampling instant \( k \geq 0 \).

The Jacobian matrix of the system state \( F_k \), the input matrix \( B_k \) and the observation matrix \( H_k \) are computed and expressed in the order mentioned as follows:

$$F_k = \begin{bmatrix} -a_1 & a_1 \omega & 0 & 0 & 0 & 0 \\ -a_1 \omega & -a_2 & -a_3 & a_3 \omega & 0 & 0 \\ a_2 & -a_2 \omega & 0 & 0 & 0 & 0 \\ a_3 & a_3 \omega & 0 & 0 & 0 & 0 \\ a_4 & a_4 \omega & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & a_5 \end{bmatrix}$$

(25)

where \( a = \frac{1-\sigma}{\sigma} \), \( a_1 = \frac{a_7}{\sigma L_s} \), \( a_2 = \frac{a_8 M}{\sigma L_s L_r} \), \( a_3 = \frac{a_9 M}{\sigma L_s L_r} \), \( a_4 = \frac{M}{\sigma L_s} \), \( a_5 = \frac{M}{\sigma L_r} \), \( a_6 = R_s \), \( a_7 = R_r \)

the input matrix \( B_k \)

$$B_k = \begin{bmatrix} b_1 & 0 & -b_2 & 0 & 0 & 0 \\ 0 & b_1 & 0 & -b_2 & 0 & 0 \\ -b_3 & 0 & b_2 & 0 & 0 & 0 \\ 0 & -b_3 & 0 & b_2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

(26)

where \( b_1 = \frac{1}{\sigma L_s} \), \( b_2 = \frac{1}{\sigma L_r} \), \( b_3 = \frac{M}{\sigma L_s L_r} \)

the output or observation matrix \( H_k \)

$$H_k = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

(27)

\( P_0 \) is the initial error covariance matrix, \( Q \) is the noise covariance matrix and \( R \) is the error covariance matrix. In general, the covariance matrices \( P_0, Q \) and \( R \) are assumed to be diagonal matrices because of the insufficient statistical information to evaluate their off-diagonal terms.

4. Model-based Diagnosis Approach of Instruments and Parameters Faults for DFIG System

4.1. Design of the Model-based Fault Diagnosis Procedure for DFIG System

Model-based fault diagnosis in a system consists of comparing the available measurement quantities with the information provided by the mathematical model of the system. This procedure is known as analytical redundancy, which is cost effective and reliable than the hardware redundancy. According to the literature, fault diagnosis procedure can be summarized in three main tasks, which are: - Fault detection aims to decide if the system is in good condition or not, - Fault isolation step allows determining the location of the fault and the fault evaluation...
enables the estimation of the fault level and its type or nature. Faults can be classified according to their location to three types, which are sensor, actuator or process faults. In this paper, the current sensors and resistances faults in additive form are studied, but the adopted approach can be extended to other forms of faults such as multiplicative and other nonlinear functions.

The proposed FDI procedure comprises two main stages, which are the system mathematical modeling, residual generation and decision making. The first stage is presented in the section 2 entitled “State space model of dfig”. The residual generation aims to generate fault indicator signals by means of the input and output of the monitored system. The residual signal generated should be independent of the system operating state and takes into account only the fault condition. When no fault occurs, the residual signal should be a zero-mean or close to zero-mean noise sequence, however, it is different from zero-mean once the fault is present. The means used for the residuals generation is called a residual generator. The residuals are obtained by comparing the sensory measurements to analytical values calculated by the EKF observer.

4.2. Design of the Model-based Fault Diagnosis Procedure for DFIG system

Despite being known as a strong machine, DFIG is never far from failures. These anomalies lead to abnormal behavior of the generator and can cause its total damage in short or long term. Doubly fed induction generators are strongly prone to sensor faults and to the parameters faults. One of the most common faults of resistances in induction machines is that the increased phase resistance (IPR) in the rotor and stator windings. This defect is essentially caused by the excessive increase of the windings temperature. Moreover, the DFIG rotor asymmetry has been reported to be a significant indicator of generator faults. Taking into account their occurrence frequency and their negative effect on the machine normal operation, the current instruments faults, the IPR fault of stator windings and the electrical asymmetry defect of the DFIG, are modeled and diagnosed. Several scenarios are established and the adopted FDI procedure has been applied. In order to simulate several faults situations as in reality, the fault modeling step is needed.

a. Current sensors faults modeling: sensor faults affect instruments and can be expressed mathematically as an additive term as follows:

$$y(t) = y_R(t) + f_s(t)$$

(28)

where $y(t)$ is the measured output vector, $y_R(t)$ is the system output vector. $f_s(t)$ represents the sensor fault vector.

b. Increased stator phase resistance fault model: This component fault affects the per phase resistances of DFIG and leads to an increase in the resistance value due to the increasing temperature. It can be mathematically modeled by[21]:

$$R = R_0(1 + \alpha \Delta T)$$

(29)

where $R$ is the per-phase resistance, $R_0$ is the stator per phase resistance at the temperature $T_0=25$ °C, $\Delta T$ is the temperature variation and $\alpha$ is the temperature coefficient respectively of the stator (copper) and rotor (copper or aluminum) windings. $\alpha_{cu}=3,93.10^{-3}$ °C$^{-1}$ and $\alpha_{Al} = 4,03.10^{-3}$ °C$^{-1}$

c. Rotor electrical asymmetry modeling

The rotor electrical asymmetry fault is caused by the open circuit in one or more of rotor windings or in the circuits of gear-brush and also by the increased value of rotor resistance. This fault doesn’t cause rapidly the fail of the generator, but it can lower the generator reliability and efficiency, that’s why it should be avoided. Rotor electrical asymmetries can be modelled by adding an external variable resistance, denoted $R_{ex}$ in series with the rotor phase windings. When, $R_{ex}$ has a value greater than zero, the faulted phase resistance occurred [22]. The asymmetrical resistance of the rotor is given as a percentage of the balanced phase rotor resistance, with the rotor asymmetry, $\Delta R$, as a percentage, is:

$$\Delta R_r = \frac{R_{ex}}{R_r} \times 100$$

(30)
where $R_r$ is the resistance of the rotor phase winding under normal operation, the values of $R_{ex}$ and $\Delta R_r$ are relative to the severity degree of the imbalance.

### 4.3. Bank of Extended Kalman Filters Design for FDI

In order to achieve the detection and localization of multiple and simultaneous faulty sensors or resistances of DFIG system, a bank of Extended Kalman observers approach is designed. Each observer is directed by one element of the system measurement vector $y$ and the input vector $u$, and produces an output estimate $\hat{y}$ and parameter estimate vector $\hat{\theta}$. Also, the appropriate residual signals, which are the difference between the measurement and the predicted measurement from the EKF, are generated. Each kalman filter is designed under normal condition and sensitive to a particular fault. In this study, the FDI system is structured according to the dedicated observer scheme (DOS), in which the number of observers is equal to the number of sensors and each observer is provided all the system inputs and just one output. So the supervised system must be observable through each of the instruments, that is to say, the state of DFIG is observable through each of the six outputs and each pair $(F, H_i)$ for $(i=1, 2, 3, 4, 5, 6)$ the system is observable. Where $H$ is the output matrix or the observation matrix, and can be written in the following form:

$$H = \begin{bmatrix} H_1^T & H_2^T & H_3^T & H_4^T & H_5^T & H_6^T \end{bmatrix}$$

(31)

The following Figure 1 shows the FDI system structure for DFIG with the dedicated observer scheme.

![Figure 1. The FDI system structure according to the DOS scheme](image)

where $Y_{1est}$, $Y_{2est}$, $Y_{3est}$, $Y_{4est}$, $Y_{5est}$ and $Y_{6est}$ are the outputs estimates provided by each extended kalman observer.

### 5. Simulation Results

The variable speed wind turbine model based on DFIG with a power of 3 Kw has been developed and simulated using MATLAB / Simulink software. The turbine and DFIG parameters are extracted from [23]. The random wind velocity applied to the model of wind turbine, is presented in Figure 2. Figure 3 shows the variable mechanical speed of the DFIG.
The stator and rotor currents of the generator expressed in the (α, β) reference frame and under healthy condition, are given respectively in Figure 4.

5.1. Currents and Resistances Estimates by a Single EKF for DFIG System

A single EKF can be used to estimate the currents and resistances of the DFIG. The observability condition is verified and the estimation errors of the EKF are shown in Figure 5:
The estimation errors of the EKF are obtained by means of comparing the system measurements provided by the non linear model of DFIG and their estimates given by the single EKF. Error 1, Error 2, Error 3, Error 4, Error 5 and Error 6 are respectively the estimation errors of the currents $i_{s\alpha}$, $i_{s\beta}$, $i_{r\alpha}$, $i_{r\beta}$ and the per phase stator resistance $R_s$ and the per phase rotor resistance $R_r$. These estimation errors are equal to very small values, which show that the EKF is a good and performant estimator.

5.2. Resistances Faults and their Impact on the System State
5.2.1. Increased phase resistance (IPR) of the stator generator:

Considering at first the following defect scenario: an increase of 10%, 20%, 30% and 40% around the nominal value of the stator phase resistance was applied successively and was injected at time ($t=0$s). The figures below indicate the temporal variation of the mechanical velocity of the generator, the stator current in the axis $\alpha$ and the rotor current in the axis $\beta$ under both the healthy and faulty conditions.

Figure 6 and Figure 7 indicate that the mechanical velocity of DFIG is sensitive to this type of fault. The mechanical velocity amplitude decreases with each increase in the value of the stator resistance. The stator current remains almost unchanged in the presence of defects as shown in Figure 8 and the rotor current is unbalanced because there is a slight phase difference between the healthy operation and the malfunctions. Therefore, it can be deduced that the state variables which are the rotor current and mechanical velocity of DFIG are variables that produce more information about the behavior of the generator in the presence of this type of defect. Figure 9 shows rotor current in the axis $\beta$ in the different cases of the IPR defect.

![Figure 6. The mechanical velocity of the generator DFIG under the different IPR defect](image1)

![Figure 7. Zoom of the mechanical velocity amplitudes variation](image2)

![Figure 8. Stator current in the axis $\alpha$ in the different cases of the IPR defect](image3)

![Figure 9. Rotor current in the axis $\beta$ in the different cases of the IPR defect](image4)
5.2.2. Rotor Electrical Asymmetry Fault and its Effect on the System State

The rotor per phase resistance is about 2.2 Ω and an additional resistance has a value of 0.22 Ω is successively added to a phase which causes the rotor electrical asymmetry of: 10%, 20%, 40% and 60%. This fault is injected at time (t=0s). The impact of this type of fault on the state variables of the studied system, which are the stator and rotor currents, the rotor angular speed of the generator, is presented in the following Figures 10-12:

![Figure 10. Zoom of the angular velocity amplitudes variation under the rotor electrical asymmetry defect](image)

![Figure 11. The stator current isα (A) under the rotor electrical asymmetry defect cases](image)

![Figure 12. The rotor current i_rα (A) under the rotor electrical asymmetry defect](image)

It can be observed that this type of defect influences the mechanical velocity. Figure 10 shows a variation of the mechanical velocity amplitude for the four fault cases. The angular velocity increases with each increase of the ΔRr value. The same remark as before can be made for the stator currents, which are unchanged when the fault occurred, however, the rotor current are getting unbalanced between the healthy operation and the faulty cases. Therefore, it can be deduced that the state variables, which are the rotor currents and the rotor angular velocity are variables that produce more information about the behavior of the generator in the presence of this type of defect.

5.3. Residuals Generation

Considering, an increased stator phase resistance and a rotor electrical asymmetry fault are applied as the scenarios summarized in the two following tables and the obtained residuals are shown in Figure 13.

The second scenario consists of introducing an additive fault in the first current sensor which measures the current i_sα and the previous faulty scenario of resistances is reproduced. This sensor fault started at t=5s and disappeared at t=7s and it is an offset with a constant amplitude equal to 6 A. The obtained residual signals, generated by the single EKF block are given in the Figure 14. The Scenario of Stator Resistance IPR fault as shown in Table 2 and the scenario of the rotor electrical asymmetry defect as shown in Table 3.
From Figure 13, we can notice that the residual signals 5 and 6 confirm the presence of the faults aforementioned, while, the other residuals 1, 2, 3 and 4 are varying around zero, which prove that the four current sensors are not faulty. Figure 14 shows that is difficult to localize exactly the faulty current sensor or the faulty resistance. Therefore, the dedicated kalman filters scheme is used to deal with this fault localization problem. Using the multiple model extended kalman filters structured according to the dedicated observer scheme (DOS), we obtained the results presented in the set of these figures:

![Figure 13: Residual signals for the fault scenario 1](image1)

![Figure 14: Residual signals for the fault scenario 2](image2)

**Table 2. The Scenario of Stator Resistance IPR Fault**

<table>
<thead>
<tr>
<th>period</th>
<th>ΔRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2st-3s</td>
<td>10% x Rs</td>
</tr>
<tr>
<td>3s-4s</td>
<td>20% x Rs</td>
</tr>
<tr>
<td>4s-5s</td>
<td>30% x Rs</td>
</tr>
<tr>
<td>7s-10s</td>
<td>40% x Rs</td>
</tr>
</tbody>
</table>

**Table 3. The Scenario of the Rotor Electrical Asymmetry Defect**

<table>
<thead>
<tr>
<th>period</th>
<th>ΔRr (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s-4s</td>
<td>10</td>
</tr>
<tr>
<td>5s-7s</td>
<td>40</td>
</tr>
<tr>
<td>8s-10s</td>
<td>60</td>
</tr>
</tbody>
</table>

The residuals generated by the extended kalman observer 1, 5 and 6 directed by The faulty outputs, don't allow us to localize exactly the faulty sensor or resistance. Moreover, the three Extended kalman observers, directed by the faultless outputs, generate the set of residual signals shown in Figures 15-20. Through the redundant results given by these signals, we can localize the faulty sensor and parameters, which are the current sensor 1 and the two resistances Rs and Rr. Also, the level of the faults can be deduced.

![Figure 15: Residuals of the extended kalman observer 1](image3)

![Figure 16: Residuals of the extended kalman observer 2](image4)
This paper treats the problem of fault detection and isolation (FDI) in the current sensors and resistances of DFIG. The effect of these faults on the system state variables, which are rotor current and angular velocity, has been shown. To detect and isolate one current sensor fault, a single extended kalman filter is used. To deal with multiple faults, the multiple model extended kalman filters structured according to the dedicated observer scheme (DOS) has been designed.

6. Conclusion

This paper treats the problem of fault detection and isolation (FDI) in the current sensors and resistances of DFIG. The effect of these faults on the system state variables, which are rotor current and angular velocity, has been shown. To detect and isolate one current sensor fault, a single extended kalman filter is used. To deal with multiple faults, the multiple model extended kalman filters structured according to the dedicated observer scheme (DOS) has been designed.
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