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1. INTRODUCTION  

Technology related to robotics has developed rapidly in the past years. This enables the robots to take 

more parts in helping humans complete tasks or jobs that go beyond the physical and safety limits of humans 

[1], [2], [3]. The innovation in robot application also synergizes with the trending advances in artificial 

intelligence, as can be found in the implementation of robots to support automation in agricultural activities 
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 Technology related to robotics has developed rapidly in recent years. In 

manufacturing production lines, an industrial pick-and-place robot is used to 

efficiently move objects from one location to another. In most approaches, 

this robot automates the repetitive task from one exact start position. 

However, the task of collecting objects from various positions in the robot 

workspace still introduces challenges in terms of object positional detection 

and movement accuracy. In this paper, an arm robot system equipped with 

automatic color-based object recognition and position control was proposed. 

The robot was able to detect multiple target object positions automatically 

without any need to plan a fixed movement beforehand. In the construction 

of the experiment platform, a Pixy2 camera sensor with color recognition 

ability was integrated into a 4-DoF Dobot Magician arm robot. Furthermore, 

a coordinate transformation was derived and implemented to achieve an 

accurate positional robot movement. The coordinate transformation 

performed a mapping from the Camera Coordinate System (CCS), which was 

initialized from image pixel values to the Robot Coordinate System (RCS), 

which was finalized to the robot’s actuator input signals. Prior to the 

implementation, the robot underwent a color calibration and position 

calibration. Thereafter, a set of color signatures was obtained and any object 

position in the camera’s field of view can be matched with any end-effector 

position in the robot’s workspace. Three experiment setups were conducted 

to evaluate the proposed system. Limited to one lighting condition, the robot 

was commanded to pick-and-place objects based on the criteria of all 3 colors, 

1 specific color, and 2 specific colors. The robot performed perfectly to pick 

and place the objects, achieving a 100% success rate in terms of object color 

detection and pick-and-place. The positive results encouraged further 

investigation in different actuator actions and greater work areas. 
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[4], [5], [6]. Furthermore, through the use of robots, production consistency and efficiency in various industrial 

sectors can be increased, by the contributions in conducting automatic extended-time defect detection, 

scheduled service, and repetitive tasks [7], [8],[9], [10]. Proper design and deployment of robot manipulators 

in the manufacturing industry have also improved the work process effectiveness and product quality [11], 

[12]. In this case, the manipulators had been made multifunctional and carried out various tasks in moving 

objects through programmed movements [13], [14], [15]. One robot task generally found in a manufacturing 

production line is moving material or products from one place to another or a pick-and-place task. In this 

particular application, the accuracy in positioning the robot’s end-effectors after detecting the object’s exact 

location is required. An inverse kinematics approach in modeling an arm robot for a pick-and-place task was 

reported in [16]. Besides, robots with pick-and-place tasks were proven to be implementable in processes that 

require fast response and high power to cope with heavy loads [17], [18]. To locate the points in the work area 

accurately, pick-and-place robots from recent developments utilized a camera as the vision sensor [19]. In 

addition, a robot equipped with a camera also requires an accurate mapping between a position in the camera’s 

field of view and a corresponding position in the robot’s space of movement [20], [21], [22]. The growing 

application of artificial intelligence and computer vision contributed to the multiplied number of research in 

this area with various robot application fields [23], [24], [25]. By having the ability to pinpoint the desired 

location directly from the camera, complex mathematical modeling such as in [26], [27] can be avoided, 

provided that the necessary actuator inputs to the robot can be determined accurately. 

This study presented the integration of a camera sensor and coordinate transformation into a pick-and-

place arm robot. This enabled the robot to identify the target object’s position and color accurately and move 

the object from any position in the robot work area to a predefined collection area. The experiment platform 

was built around a Dobot Magician Robot and a Pixy2 camera sensor. A forward kinematic analysis of the 

Dobot Magician robot was conducted in [28], with an accuracy that reflects the real robot's ability to perform 

fine motor movements such as writing [29]. In its original condition, the robot was able to perform three-

dimensional movements through manual inputs given from a control pad. The robot could also be commanded 

to move according to a sequence of recorded positions. This sensorless operation limited the functionality of 

the robot as it could not pick objects from an arbitrary position [30]. The built-in ability of the Pixy2 sensor 

camera in color-based object recognition was utilized and tuned to locate the coordinates of the target object 

correctly. Subsequently, a coordinate transformation mechanism was carefully derived and implemented, to 

enable accurate movement of the robot and its end-effector. To simplify the calculation process, the proposed 

coordinate transportation assumed a linear connection among the calibration points, and the rotation angle was 

represented by the horizontal axis rotation [31], [32]. The research contribution is to obtain a robot with an 

upgraded condition, where the robot could directly detect specific target objects’ positions and move them 

consecutively. The experiments involved bottle caps in four different colors as the target objects. Three 

experiment setups were undertaken to prove the accuracy of the proposed system in terms of object color 

detection and object pick-and-place movement.  

 

2. METHODS  

2.1. Dobot Magician Robot and Pixy2 Camera Sensor 

In practice, arm robots are among the most popular robot types used to support a production line [33][34]. 

An arm robot consists of a series of links connected by joints. The degree of movement, the shape of the 

workspace, and the potential applications of an arm robot are determined by the type and the number of its 

joints, which may vary based on the robot's design [35]. The joints allow the robot links to move in various 

directions, including translational and rotational movements [36], [37]. Later on, the end-effector, a device 

attached to the end of a robot link to help it interact with the surrounding environment, is chosen based on the 

required application, such as gripping, cutting, spraying, sanding, or welding. 

The experiment platform in this research was built by utilizing a Dobot Magician Robot, as shown in 

Fig. 1. This robot has four degrees of freedom and high precision due to the use of four-bar links to drive the 

rotation of each link. Additionally, this robot uses a parallelogram mechanism to ensure that the orientation of 

the end-effector remains constant. Besides, this robot can be connected to various types of sensor modules and 

end-effectors. In its standard operation, the robot works without any sensor. The movements are based on 

recording and playing back a sequence of positions and actions. 

However, the Dobot Magician robot can be made to work automatically through a microcontroller with 

an appropriate embedded program. In this research, the proposed control system consists of an Arduino Mega 

microcontroller, a Pixy2 camera sensor, and a vacuum suction cup end-effector as the actuator. Both the sensor 

and the actuator are shown in Fig. 2. The camera sensor is utilized to locate the position of a target object in a 

work area while also identifying the object’s color. Through this control system, the robot can be calibrated to 
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automatically move the end-effector to any accurate coordinate in the work area to pick and place a target 

object based on color.  

 

 
Fig. 1. Dobot Magician robot 

 

The Pixy2 camera sensor is able to identify objects based on color through its built-in function. The 

camera matched various needs for vision not only in robotics applications [38], [39], [40]. camera has 256 kB 

RAM and 2 MB memory. The highest image resolution available is 1296×976 captured at a rate of 60 frames 

per second. The camera cannot identify objects based on shapes. Thus, the camera functions the best in an 

application where the objects involved are uniform in shape and each object has a single color [41], [42]. After 

the color data is recorded with the consideration of hue and brightness, the camera will locate any section on 

its field of view that matches the recorded colors.  

In the following sections, the Dobot Magician robot will be referred to as the robot and the Pixy2 camera 

sensor will be referred to as the camera. By implementing a camera, the robot can perform movements beyond 

predetermined paths [43], [44]. 

 

 
Fig. 2. The Pixy2 camera sensor and the vacuum suction cup 

 

2.2. Coordinate Transformation 

Both the robot and the camera have their own coordinate system. The robot coordinate is based on the 

input values given to its stepper motors, while the coordinate of the image captured by the camera is based on 

the pixel values. In order for the robot to be able to move accurately to a certain position, the camera coordinate 

system must be matched with the robot coordinate system. Once both coordinates are matched, the robot can 

be commanded to reach a certain position based on the camera capture. The matching process starts with the 

conversion of a desired position on the image taken by the camera to the Camera Coordinate System (CCS). 

These CCS values are then transformed into the Robot Coordinate System (RCS). Subsequently, each stepper 

motor of the robot’s 4 axes can be given the necessary inputs to move the end-effector to a desired position. 
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The illustration of coordinate transformation is given in Fig. 3. The domain of the transformation is the 

CCS, while the range of the transformation is the RCS. The calibration points of the CCS are A1, B1, and C1, 

while those of the RCS are A2, B2, and C2. The calibration points in a coordinate system are chosen to be the 

point of origin, the rightmost point on the horizontal axis, and the topmost point on the vertical axis. For the 

sake of simplification, the rotation angle is calculated from the horizontal axis only and the curved image 

caused by lens distortion was neglected. 

Forward kinematics analysis occurs when the translation of CCS coordinates A1, B1, and C1 is converted 

into RCS coordinates A2, B2, and C2. In its original concept [45], [46], forward kinematics does not necessitate 

automation because the position of each axis is determined without considering the position of the end effector. 

This is different from inverse kinematics, where the position of the end effector is determined first, and the 

control system then performs a backward calculation using the end effector’s position as a reference. However, 

the input from CCS A1, B1, and C1 does not directly determine the final position of the end effector. Instead, it 

is interpreted as an instruction to move the axes by translating the position to RCS A2, B2, and C2, enabling 

automation, and allowing the end effector to move to the desired position according to feedback from the 

camera. 

As also can be seen from Fig. 3, the points of origin A1 given from the camera capture and A2 given from 

the robot calibration may not give zero values and may create an angle with the respective true horizontal x-

axis. However, shifting constants τ1 and τ2 can determined to translate between A1 to O1 and A2 to O2, and vice 

versa, respectively. Then, the shifting constants are to be applied to any points in the respective coordinate 

system to neutralize the effect of a non-zero point of origin. Afterward, the inclination angles θ1 between the 

x'-axis and the x-axis in the CCS and the inclination angle θ2 between the x''-axis and the x-axis in the RCS can 

be used to rotate the coordinates accordingly, in order to neutralize the effect of the inclination angles. 
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P1
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Fig. 3. The transformation from the initial coordinate to the final coordinate 

 

In order to locate the end-effector of the robot to a target point captured by the camera at P1 in the CCS, 

a corresponding point P2 in the RCS must be first determined. This mapping from P1 to P2 is performed through 

the coordinate transformation. First, the point P1 is to be translated by a subtraction with τ1 to remove the non-

zero origin. Then, the resulting coordinate is rotated by θ1 clockwise to remove the effect of the inclination 

angle. Afterward, P2 is calculated using the vertical and horizontal scaling between the CCS and the RCS. 

Subsequently, P2 is rotated by θ2 in a counterclockwise direction to reinstate the inclination angle and translated 

by adding τ2 to restore the non-zero origin. 

The steps of the coordinate transformation from the CCS to the RCS are summarized in Fig. 4. Fig. 5 

shows the rotation at the CCS from P1(x1',y1') to become P1(x1,y1) as an example. The shifting constants are the 

coordinates A1 and A2, τ1 = (a1x,a1y) and τ2 = (a2x,a2y), respectively, so that the translated coordinate of the points 

can be given by the equations: 

 𝑥1
′ = 𝑥𝑖

′ − 𝑎1𝑥, 𝑦1
′ = 𝑦𝑖

′ − 𝑎1𝑦 (1) 

 𝑥𝑓
″ = 𝑥2

″ + 𝑎2𝑥, 𝑦𝑓
″ = 𝑦2

″ + 𝑎2𝑦 (2) 

The rotation angles are determined by the following equations: 

 𝜃1 = 𝑐𝑜𝑠−1 (
𝑏1𝑥 − 𝑎1𝑥

𝑟1

)
 

(3) 
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 𝜃2 = 𝑐𝑜𝑠−1 (
𝑏2𝑥 − 𝑎2𝑥

𝑟2

)
 

(4) 

where 

 𝑟1 = √(𝑏1𝑥 − 𝑎1𝑥)2 + (𝑏1𝑦 − 𝑎1𝑦)2
 

(5) 

 𝑟2 = √(𝑏2𝑥 − 𝑎2𝑥)2 + (𝑏2𝑦 − 𝑎2𝑦)2
 

(6) 

 

Translation Rotation Scaling

Rotation Translation
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Fig. 4. The summary of coordinate transformation 
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Fig. 5. The axis rotation to match the x'-axis with the x-axis. 

 

It can be derived that P1(x1',y1') can be rotated to P1(x1,y1) using the following equations: 

 𝑥1 = 𝑥1′ 𝑐𝑜𝑠 𝜃1 − 𝑦1′ 𝑠𝑖𝑛 𝜃1 (7) 

 𝑦1 = 𝑥1′ 𝑠𝑖𝑛 𝜃1 + 𝑦1′ 𝑐𝑜𝑠 𝜃1 (8) 

The rotation from P2(x2,y2) to P2(x2'',y2'') at the RCS can also be derived to be: 

 𝑥2′′ = 𝑥2 𝑐𝑜𝑠 𝜃2 + 𝑦2 𝑠𝑖𝑛 𝜃2 (9) 

 𝑦2′′ = −𝑥2 𝑠𝑖𝑛 𝜃2 + 𝑦2 𝑐𝑜𝑠 𝜃2 (10) 

Furthermore, the horizontal and vertical scaling ratios from P1(x1,y1) of the initial coordinate system 

(CCS) to the P2(x2,y2) of the final coordinate system (RCS) are given by Rx and Ry, respectively.  

 𝑅𝑥 =
𝐴2𝐵2

𝐴1𝐵1

=
√(𝑏2𝑥 − 𝑎2𝑥)2 + (𝑏2𝑦 − 𝑎2𝑦)2

√(𝑏1𝑥 − 𝑎1𝑥)2 + (𝑏1𝑦 − 𝑎1𝑦)2

 
(11) 
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 𝑅𝑦 =
𝐴2𝐶2

𝐴1𝐶1

=
√(𝑐2𝑥 − 𝑎2𝑥)2 + (𝑐2𝑦 − 𝑎2𝑦)2

√(𝑐1𝑥 − 𝑎1𝑥)2 + (𝑐1𝑦 − 𝑎1𝑦)2

 
(12) 

The formulas that govern the scaling process are given by: 

 𝑥2 = 𝑅𝑥𝑥1 (13) 

 𝑦2 = 𝑅𝑦𝑦1 (14) 

Summarizing the coordinate transformation, the process will transform the position of any target object 

at its initial point P1(xi',yi') of the CCS to its final point P2(xf'',yf'') of the RCS. By feeding the robot with the 

value of the final point P2, the robot will be able to accurately move the end-effector to P2 as the expected 

position to perform the planned action of pick-and-place. 

 

2.3. Block Diagrams and Hardware Wiring 

The block diagram of the proposed system is presented in Fig. 6. The red arrows represent the high-

current power flow, while the blue arrows show the low-current power flow or the information flow. The 

Arduino Mega microcontroller is connected to the robot’s stepper motors and the air pump through a UART 

(universal asynchronous receiver-transmitter) interface. The air pump supplies the required pressure for the 

vacuum suction cup to function. The microcontroller is also connected to an LCD keypad shield as input and 

output interface for the system. The keypad can be used to manually control the robot to reach a certain position. 

This is required during the position calibration of the robot. The motor settings to reach the calibration points 

are recorded in the microcontroller EEPROM memory and can be seen on the LCD. 

The camera sensor is connected to the Arduino via the ICSP connector. At the same time, the covered 

area of the camera can also be observed in real time through the Pixy2Mon software installed on a laptop. For 

this purpose, the laptop is to be connected to the camera using a USB cable. An AC power source directly 

supplies the air pump and the motors.  

 

USB

Arduino Mega 
Microcontroller

Vacuum 
Suction CupAir Pump

Stepper 
Motors

ICSP

UART

AC Power 
source

LCD Keypad 
Shield

Robot Arm

Pixy2 Camera 
Sensor

Pixy2 Monitor

Laptop

Utility Box

Power Adaptor

 
Fig. 6. The block diagram of the proposed system 

 

When the camera detects a target object with a certain color in the work area, the object’s coordinate in 

the two-dimensional plane will be sent to the microcontroller via the serial communication line. Afterward, the 

data is processed and the resulting output triggers the motors to move the robot links and the end-effector to 

the location of the object. At the end of this stage, the suction cup is already in a pressed position toward the 

object. Then, the microcontroller will send a signal to turn on the air pump to create an air vacuum which will 

enable the suction cup to stick on the object. Subsequently, the robot can pick the object and place it in a 

collection container. This process is repeated until the camera does not detect any object that fulfills the color 

criteria. 

The pin connections between the microcontroller, the camera, the LCD keypad, and the UART terminal 

are shown in Fig. 7. The serial connection between the microcontroller and the robot through the UART 

terminal requires the connection of the pins TX, RX, and GND of the microcontroller. 
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Fig. 7. The pin connections 

 

2.4. Calibration Procedure and System Flowchart 

The calibration phase of the proposed system consists of the camera color calibration and the robot 

position calibration. During the color calibration, the camera is operated to detect the colors of the target 

objects that will be picked and placed. The camera identifies the objects based on color and not shape. The 

camera can be set for hue and brightness to achieve the best calibration result. Furthermore, it is crucial to have 

the same lighting condition between the calibration phase and the operation phase. 

The process of obtaining the color signature, which is the RGB color values of a target object, is shown 

in Fig. 8. The yellow cube as the target object is put in front of the camera and its area is manually selected, as 

shown in Fig. 8(a). After the signature is saved, the camera will put the label “s=1” any time it detects the 

object, as can be seen in Fig. 8(b). As can be seen, the color recognition algorithm can extrapolate the color 

range beyond the selected region. This results in a larger detection area compared to the selection area. Up to 

seven colors can be saved in the database, i.e., in this experiment red, green, blue, and orange. All color 

signatures are then recorded in the EEPROM of the microcontroller for further use during the operation phase. 

 

  
 (a) (b) 

Fig. 8. The addition of a color signature; 

(a) Color selection area, (b) Color detection area 

 

In the robot position calibration, the input settings of the robot motors to reach the boundaries of the work 

area are determined. This process requires a calibration card as seen in Fig. 9. The calibration card is to be put 

precisely on the desired work area and within the camera’s field of view [47], [48]. Then, the robot is given 

manual input via the keypad so that the end-effector can reach the 3 calibration points, which are the point of 

origin A, the rightmost point of the horizontal axis Bc and the topmost point of the vertical axis C. Furthermore, 

the default position and the home position of the robot. The default position is the position of the robot in a rest 

position between two operations, while the home position is the one where it will start and finish a pick-and-

place cycle. Finally, the collection point where the robot will release and place the object in a collection 

container is to be determined. The scope of the robot was given fixed in the form of a working area. Further 

limitations excluded the consideration of overlapping objects, partial occlusions, and workspace dynamic 

changes. 
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A

C

B
 

Fig. 9. The card used in the work area calibration 

 

The flowchart of the proposed system during the operation phase is shown in Fig. 10. At the start, the 

camera and the robot need to be turned on and initialized. The functionality of the camera can also be checked 

first through the PixyMon software on the laptop. Afterward, the start button needs to be selected via the keypad 

and the robot will move from the default position to the home position. From this moment, the camera will 

scan the work area continuously and detect the presence of any target objects that fulfill the recorded color 

signatures. Then, the coordinate of the target objects in the CCS is sent one by one to the microcontroller and 

the coordinate transformation calculation will be conducted to determine the corresponding values in the RCS. 

The target object coordinates in the RCS are then sent to the robot’s actuators, the stepper motors so that the 

robot end-effector can move to the target object position. 
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Fig. 10. The flowchart of the operation phase 
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After reaching the target object position, another actuator, the air pump will be activated so that the end 

effector, the vacuum suction cup, can pick the object. Afterward, the robot starts to move the object to the 

collection container and upon reaching it, releases the object into the collection container when the air pump 

is deactivated by the microcontroller. At this point, if the reset button is selected, the whole operation will be 

terminated and the robot goes to its default position. Otherwise, the robot will move to its home position to 

detect the next potential target object. Thus, the proposed robot operated in a feedforward scheme, where the 

correlation between the camera sensor and the robot’s actuators is conducted once before the application phase 

[49], [50]. 

 

3. RESULTS AND DISCUSSION  

3.1. Experiment Platform and System Calibration 

The realization of the overall experiment platform of the proposed system can be seen in Fig. 11. During 

the operation, the use of a laptop is optional. The PixyMon software run on a laptop can be used to observe the 

area captured by the camera. The screenshot of the PixyMon can be seen in Fig. 12. As can be seen in Fig. 11 

and Fig. 12, the target objects used are bottle caps with a diameter of 3.25 cm. The target objects exist in 3 

different colors red, green, and blue. Additional yellow bottle caps are also used as a distraction. 

 

 
Fig. 11. The overall experiment platform of the pick-and-place arm robot system 

 

 
Fig. 12. The PixyMon displays the work area as captured by the camera 

 

3.2. Experiment Setup 

After the completion of the calibration phase, the proposed system entered the operation phase, where it 

was tested for functionality and success rate. These were evaluated through a total of three experiment setups 

and 21 trials. A certain task was given to the robot, whether to pick and place target objects with one, two, or 
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three specific colors. In each trial, two bottle caps from each color red, green, and blue were placed within the 

work area as the target objects. Additional objects were also put outside the work area and served as distracting 

objects. Table 1 shows the summary of the experiment setups. 

 

Table 1. Summary of the Experiment Setups 

Experiment Setup Number of Target Colors Target Colors Number of Trials 

1 3 R, G, and B 3 

2 1 

R  

G 

B 

3 each 

3 2 

R and G,  

R and B,  

G and B 

3 each  

*R : Red, G : Green, B : Blue 

 

Two success rates were used to assess the proposed system in terms of the color detection performance 

and the pick-and-place performance, as described in (15) and (16). The color detection success rate measures 

the ability of the camera to detect the colors correctly, while the pick-and-place success rate shows the ability 

of the robot’s actuators to perform the task of picking and placing the target objects.   

 Color detection success rate =
Number of objects with correct color detection

Total number of objects to detect
× 100%

 
(15) 

 Pick − and − place success rate =
Number of objects with successful pick − and − place

Total number of objects pick − and − place
× 100%

 
(16) 

 

3.3. Experiments 

Experiment Setup 1 

In Experiment Setup 1, all target objects in the work area were expected to be detected and moved 

successfully. The target colors in this setup were the colors Red (R), Green (G), and Blue (B), each with 2 caps. 

The setup was repeated in 3 trials. The results of the Experiment Setup 1 are summarized in Table 2. The Color 

Detection Success Rate and the Pick-and-Place Success Rate are presented in two separate columns. 

The start point in one trial as viewed by the camera is depicted in Fig. 13. Here, six objects were identified 

as the targets, as can be seen by the boxes generated to mark the targets. As a representative, the chronological 

action of one trial is presented in Table 3. The image scanned by the PixyMon in Fig. 13 is rotated by 180° to 

ease the comparison between this image and the images in Table 3. 

 

Table 2. Results of Experiment Setup 1 
Trial 

Number 

Target Color and 

Quantity 

Target 

Count 

Color Detection Success 

Rate (%) 

Pick-and-Place Success 

Rate (%) 

1 2 R, 2 G, 2 B 6 100 100 

2 2 R, 2 G, 2 B 6 100 100 

3 2 R, 2 G, 2 B 6 100 100 

 

 
Fig. 13. The start of one trial in Experiment Setup 1  

as detected by the camera (Target: Red, Green, and Blue) 
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Table 3. The Chronological Action in One Trial of Experiment Setup 1 

(Target: Red, Green, and Blue) 
Sequence Action Image Capture  Sequence Action Image Capture 

1 Start 

 

 5 Picking B 

 

2 Picking R 

 

 6 Picking G 

 

3 Picking G 

 

 7 Picking R 

 

4 Picking B 

 

 8 Finish 

 

 
Experiment Setup 2 

In Experiment Setup 2, one target color was set at a time and the ability of the proposed system to only 

move target objects with one specific color was tested. For each of the target colors Red, Green, and Blue, the 

setup was repeated in three trials. The results are summarized in Table 4.  

As the first representative, the start point in one trial with Red as the target as viewed by the camera is 

depicted in Fig. 14. Here the red caps were boxed and identified as the target objects. The chronological action 

of one trial with Red as the target is presented in Table 5. 

As the second representative, for the green caps as the target objects, the start point is shown in Fig. 15. 

Here the green caps were boxed and identified as the targets. The chronological action of one trial with Green 

as the target is presented in Table 6. 
 

Table 4. Results of Experiment Setup 2 
Target Color and 

Quantity 

Number of 

Trials  

Target 

Count 

Color Detection Success 

Rate (%) 

Pick-and-Place Success 

Rate (%) 

2 R 3 6 100 100 

2 G 3 6 100 100 

2 B 3 6 100 100 

. 

 
Fig. 14. The start of one trial in Experiment Setup 2  

as detected by the camera (Target: Red) 
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Table 5. Chronological Action in One Trial of Experiment Setup 2  

(Target: Red) 
 

Sequence Action Image Capture  Sequence Action Image Capture 

1 Start 

 

 3 Picking R 

 

2 Picking R 

 

 4 Finish 

 

 
 

 
Fig. 15. The start of one trial in Experiment Setup 2  

as detected by the camera (Target: Green) 
 

Table 6. Chronological Action in One Trial of Experiment Setup 2  

(Target: Green) 
Sequence Action Image Capture  Sequence Action Image Capture 

1 Start 

 

 3 Picking G 

 

2 Picking G 

 

 4 Finish 

 

 

Experiment Setup 3 

In Experiment Setup 3, one color was excluded and not moved during the pick-and-place process. The 

other two colors were moved to the collection container. The results of the Experiment Setup 3 are presented 

in Table 7. 

 

Table 7. Results of Experiment Setup 3 
Target Color and 

Quantity 

Number of 

Trials  

Target 

Count 

Color Detection Success 

Rate (%) 

Pick-and-Place Success 

Rate (%) 

2 R and 2 G 3 12 100 100 

2 R and 2 B 3 12 100 100 

2 G and 2 B 3 12 100 100 
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The first representative of the experiment results with the start point in one trial with Red and Green as 

the target as viewed by the camera is depicted in Fig. 16. Here the red and green caps were boxed and identified 

as the targets. The chronological action of one trial with Red as the target is presented in Table 8. 

As the second representative, the same process was repeated with Red and Blue as the target. The 

corresponding observation and result are shown in Fig. 17 and Table 9. 

 

 
Fig. 16. The start of one trial in Experiment Setup 3  

as detected by the camera (Target: Red and Green) 

 

Table 8. Chronological Action in One Trial of Experiment Setup 3  

(Target: Red and Green) 
Sequence Action Image Capture  Sequence Action Image Capture 

1 Start 

 

 4 Picking G 

 

2 Picking R 

 

 5 Picking R 

 

3 Picking G 

 

 6 Finish 

 

 

 
Fig. 17. The start of one trial in Experiment Setup 3  

as detected by the camera (Target: Red and Blue) 
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Table 9. Chronological Action in One Trial of Experiment Setup 3  

(Target: Red and Blue) 
Sequence Action Image Capture  Sequence Action Image Capture 

1 Start 

 

 4 Picking R 

 

2 Picking R 

 

 5 Picking B 

 

3 Picking B 

 

 6 Finish 

 

 
3.4. Discussion 

The proposed pick-and-place arm robot system with a Pixy2 camera sensor for object color detection and 

coordinate transformation for accurate object position detection was successfully integrated. After the color 

calibration phase and the position calibration phase, the robot was evaluated through three experiment setups 

to prove its ability to perform the pick-and-place task on target objects based on color. The target objects with 

the colors red, green, and blue, were to be moved from a work area to a collection container. 

In Experiment Setup 1, a total of 18 target objects in all three colors were successfully identified, picked, 

and placed with a perfect 100% success rate in the category of color detection and the category of pick-and-

place. Subsequently, in Experiment Setup 2, target objects with one color at a time were specified. Again, a 

total of 18 target objects were successfully detected and moved with a perfect 100% success rate in both 

categories. Finally, in Experiment Setup 3, the system was tested to detect target objects with two colors at a 

time, i.e., red and green, red and blue, and green and blue. In total, there were 36 target objects involved and 

the system was able to identify the colors and move the objects with a 100% success rate in both categories. 

The controlled conditions during the experiments were chosen to fully examine the contribution of object 

detection and coordinate transformation to improve the existing robot. Further variability regarding the 

environmental condition, target object shapes, and lighting depends on the feature offered by the camera that 

will be used. Separated artificial intelligence methods can be further developed to process the image obtained 

from the camera so that the robot can work in operate in a more general environment [51], [52], [53]. The 

positional calibration within the order of fractions of millimeter was proven adequate for the current robot 

operation such that no error propagation could be detected. 

Besides the flawless operation of the vacuum suction cup as the actuator, the totally perfect success rate 

of 100% proved twofold. Firstly, the camera sensor has been correctly adjusted and the experiment condition 

could be equally maintained between the calibration phase and the operation phase. Secondly, the algorithm of 

the coordinate transformation used to map the Camera Coordinate System (CCS) to the Robot Coordinate 

System (RCS) has run accurately, enabling the robot’s end-effector to reach the correct positions as detected 

by the camera. 

The main challenge in preparing the system was encountered during the color calibration phase where the 

camera had to be adjusted a number of times for the best color signature range. For this purpose, the calibration 

procedure was repeated several times until the whole distinct color area of a target object could be identified 

and boxed by the camera’s built-in algorithm. Furthermore, to ensure that the camera could scan the same 

target object with the same color hue and brightness, the illumination of the work area was maintained at the 

same condition during the color calibration phase and the operation phase. The vacuum suction cup was very 

influential to the pick-and-place performance of the system. The surface of the cup and those of the bottle caps 

used as the target objects had to be maintained in a clean condition to ensure that both surfaces could stick 

together strongly. 
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If required, the scalability of the proposed system to more complex environments or larger workspaces is 

excellent. The adjustment time and cost are low because any new implementation only requires the repetition 

of the calibration process, along with a supportive camera field of view and robot reachability. 

 

4. CONCLUSION 

The integration of a Pixy2 camera sensor and coordinate transformation to the control algorithm of a 

Dobot Magician arm robot was successfully conducted in this study. The integration of the camera along with 

an Arduino microcontroller into the existing arm robot created an automatic control system, with the objective 

to identify the target objects based on color, and subsequently perform an automatic pick-and-place, moving 

the target objects from any point within the work area to a collection container. The built-in object color 

recognition function of the camera enabled precise pinpoint of the object position and the derived coordinate 

transformation was required to map the object position as captured by the camera to the corresponding 

coordinate of the robot’s work space. Three experiment setups were organized to test the overall system 

performance. In each trial, the robot was given the assignment to collect all target objects within the work area 

that fulfill specific color criteria. The robot performed perfectly in all trials of all setups and accomplished its 

objective, with a 100% success rate in terms of color detection and pick-and-place.  

The results encourage further research involving arm robots in manufacturing-related tasks with other 

specific actuator actions and greater work areas. Besides, an online position calibration mechanism that 

includes inverse kinematics and a fixed-point camera can be further elaborated. In this case, the actuator inputs 

required by the end-effector to reach a certain position can be corrected during the operation, by comparing the 

position deviation as captured by the camera and calculating the required input adjustment based on the inverse 

kinematics equations. By doing this, the robot will be upgraded to a feedback control system and become less 

prone to robot actuator errors and to robot base positional changes. 
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