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1. INTRODUCTION  

Malware attacks have become a very big risk nowadays because the use of technology is increasing and 

developing day by day. There are various types of Malware or malicious programs found on the internet. 

Research shows that Malware has grown exponentially over the last decade, causing huge financial losses to 

various organizations. Malware is a malicious program or software that proves to be very harmful to the user's 

device. The user's system can be affected in several ways. The proposed solution uses various machine learning 

techniques to detect whether or not the file downloaded from the internet contains Malware [1]. The types of 

Malware available today are Adware, Trojan, Backdoors, Unknown, Multidrop, Rbot, Spam, and Ransomware 

[2], [3]. This Malware can damage, steal and even delete various types of files on the computer system, thus 

harming various parties or organizations. In addition, Malware is very dangerous for computer data security 
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 Malware attacks are attacks carried out by an attacker by sending malicious 

codes to various files or even many packages and servers. Therefore, reliable 

network operations are a factor that needs to be considered to prevent attacks 

as early as possible in order to avoid more severe system damage. Types of 

attacks can be Ping of Death, flooding, remote-controlled attacks, UDP 

flooding, and Smurf Attacks.  Attack data was obtained from the ClaMP 

dataset, which has an unbalanced data set, and has very high noise, so it is 

necessary to analyze data packets in network logs and optimize feature 

extraction which is then analyzed statistically with machine learning 

algorithms. The purpose of the study is to detect, classify malware attacks 

using a variety of ML Algorithm models such as SVM, KNN and Neural 

Network and testing detection performance. The research stage starts from 

pre-Processing, extraction, feature selection and classification processes and 

performance testing. Training and testing data in the study used a mixed 

model, namely data division, split model and cross validation. The results of 

the study concluded that the best algorithm for detecting malware packages 

is the Neural Network for the Feature Combination category with an accuracy 

rate of 96.91%, Recall of 97.35% and Precision of 96.78%. So that the study 

can have implications for cyber experts to be able to prevent malware attacks 

early. While further research requires a special algorithm to improve malware 

attack detection, in addition to KNN, SVM and Neural Network. And another 

research challenge is to focus on feature extraction techniques on datasets that 

have unbalanced or varied features with the Natural Language Processing 

(NLP) approach. So this research can be used as a reference for researchers 

who are conducting research in the same field. 
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systems and reduces network performance by attacking into computer systems and networks through open 

ports that are not used in the network system [3]. For example, Trojans and spyware will infect computers in 

many ways, such as through email, disguised as good software, in the form of links or other files [4], [5]. This 

Malware can see important data and files and even activities on the user's device on the Android platform [6], 

[7] and infiltrate through the app store application distribution service and Google Play Store or third parties 

by disguising themselves as legitimate applications such as video players, games and system utilities [8], [9], 

[4]. And recently also found a file that is considered Malware that disguises PDF files into PDF, if users are 

not observant in both types of files then it is likely that this type of Malware will steal mobile banking data, 

and as a result harm bank customers. 

This study aims to use machine learning algorithms with many models so that they can detect Malware 

accurately and distinguish between malicious and harmless files. In detecting Malware attacks, many 

algorithms can be used such as decision trees, random forests, support vector machines and this algorithm is 

very good for classification on cyber-threat actor datasets (CTA) [10]. In addition, research for malware 

detection can also be done by studying various features of downloaded files such as MD5 hash, Optional 

Header size, and payload configuration size often called payload. Based on the analysis done on these features, 

the file will be classified as malicious or harmless. Models are trained on various features that enable them to 

learn how to classify files. After proper training, the models will be compared with each other based on various 

criteria. This comparison is done with the help of validation and testing datasets. Finally, the model with the 

best accuracy will be selected. This process helps to identify all types of Malware that can negatively impact 

the user's system after being infected. The approach used here will be able to detect Malware such as Adware, 

Trojans, Backdoors, Unknown, Multidrop, Rbot, Spam, and Ransomware [11], [12]. 

In addition, machine learning techniques are part of the methods used in detecting traffic anomalies [9], 

[13]. Machine learning methods are divided into two types: supervised and unsupervised. In supervised 

learning, training data is labeled according to its class. Data labeling involves marking, for example in a training 

data set into legitimate and attack classes [14]. Supervised learning techniques learn from labeled input 

examples and produce a classifier that can be used to map unseen data into one of two pre-defined classes. This 

classifier can be represented in the form of a set of rules. An intrusion detection system using supervised 

learning techniques can be equipped to load these rules, filter instances based on different feature values, and 

classify new instances, for example, into legitimate or attacks [15], [16], [17]. 

Unsupervised learning techniques find statistical relationships among data instances and classify 

instances based on their correlations [14], [18], [19]. The technique does not require labeled training data for 

learning; instead, it will learn from a probabilistic data model [20]. Intrusion detection systems that use 

unsupervised learning methods are equipped with several statistical parameters, such as learning rate, and 

which are used to calculate the error measurement between new instances and other data. Instances that are 

statistically different from the others are considered to belong to another class or anomalies. 

Semi-supervised learning can be said to be a combination of the two types of machine learning that have 

been explained previously [21]. Semi-supervised learning is a type of machine learning that can work using 

labeled data for small-scale data and unlabeled data for large-scale data. This type of machine learning can be 

combined with other machine learning methods such as classification, regression, and [22], [23], Semi-

supervised learning can be divided into two, namely inductive methods and transductive methods. The 

inductive method aims to label new data without training data [24], [25]. Apart from the type of machine 

learning, classification algorithms play an important role in detecting attacks. 

Classification algorithms are used to automate and extend the ideas of heuristic-based methods [26], [27], 

[28]. Classification is the process of declaring an object into one of the previously defined categories [29], [30], 

[31]. The learning process is a target function that maps each set of attributes x (input) to one of the 

predetermined classes y. The input is a set of records (training set) of each record consisting of attributes, and 

one of the attributes is class [32]. 

From the background and problems that have been described, malware attacks from day to day still exist, 

because of the large amount of data flowing on the internet, so that data is an important asset that is targeted 

by cybercrime. In addition, the machine learning approach is still part of AI which is the best technique in 

detecting malware attacks. The SVM, KNN and Neural Network algorithms are the choice because they are 

able to identify and process large data, including finding patterns and trends in big data in a relatively short 

time. 

 

2. METHODS  

The method used to detect malware in this study uses various algorithm models by extracting features, 

then categorizing them into several feature parts with the aim of obtaining a classification of the type of 

malware attack [33]. The research steps are explained in the following sub-chapters. 
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2.1. Research Design 

It is necessary to arrange the stages of the research to obtain structured and logical results. At the research 

stage, the methods used to achieve the output produced in this study can be seen in Fig. 1. The following figure 

illustrates the workflow process from start to finish to provide a more complete understanding of the proposed 

machine-learning method for malware detection. 

 

 
Fig. 1. Research Design 

 

From the research design above, the general steps are explained as follows: 

• Pre-Processing 

Data is stored in the file system as binary code, and the file itself is an unprocessed executable. Research 

prepares it before research is carried out. Unpacking an executable requires a protected environment, or virtual 

machine (VM). Special software is used to unpack the compressed executable automatically. 

• Feature Extraction 

Features Datasets of the 20th century often contained tens of thousands of features. Recently, as the number 

of features has increased, it has become clear that the resulting machine learning models have become 

overdeveloped. To address this issue, this study builds a smaller set of features from a larger set of features; 

this technique is used to maintain the same level of accuracy while using fewer features[34]. This study aims 

to improve existing dynamic and static feature datasets by retaining the most useful features and eliminating 

unimportant ones for data analysis. 

• Generate feature 

After performing feature extraction, which finds more features, feature selection is performed. Feature 

selection is used to improve accuracy, simplify the model, and reduce overfitting as it involves selecting 

features from a set of newly recognized feature qualities. The feature selection technique uses the Weight By 

Correlation method. which can increase the detection accuracy value because Weight by Correlation weights 

the attributes by connecting (correlating) one attribute with another attribute. The formula used is as follows: 

 
𝑟 =

𝑆(𝑥 − �̅�)(𝑦 − �̅�)

√𝑆(𝑥 − �̅�)2𝑆(𝑦 − �̅�)2

 
(1) 

where 𝑥 is feature, y is feature class, �̅� is average feature value of the observed, �̅� is average feature value of 

the expected.  

If a coefficient value is -1 (strongly negative) between two variables, it indicates that the variable's linear 

relationship is perfectly negative, i.e., features are unrelated.  

(i) if a coefficient value is 0, it indicates that there is no linear relationship between variables 𝑋 and 𝑌. 

However, it does not yet mean that features 𝑋 and 𝑌 are independent. 

If a coefficient value is 1 (strongly positive), it indicates that the linear relationship between such variables 

is perfectly positive; as an example, Pearson's coefficient value for a feature itself (i.e., between variables 𝑋 

and 𝑋, or 𝑌 and 𝑌) is 1. Each feature has a weight calculated in the order of the largest to the smallest order, 

ranging from 0.99 to 0.10 [35]. 

• Training and Testing 

The training set is a part of the malware dataset that is trained to predict a malware or benign package by 

running the function of an ML algorithm, in this study using 3 algorithms namely SVM, Neural Network and 
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KNN. While the Test set is a part of the dataset to see the accuracy of malware detection by considering the 

True-Positive (TP) value indicating the number of correct predictions of Malware, False-Positive (FP) is the 

number of malware prediction errors in Normal, False-Negative (FN) is the number of Normal prediction errors 

in Malware, and At the same time, True-Negative (TN) is the number of correct predictions on Normal. 

 

2.2. Classification approaches in malware detection 

This study evaluates using the confusion matrix method. The confusion matrix helps analyze how well 

the classifier recognizes tuples from different classes [19]. True-Positive and True-Negative values provide 

information when the classifier classifies the data correctly. Conversely, false-positive and false-negative 

methods provide information when the classifier is wrong in classifying the data [20]. In this study, normal 

traffic is indicated by positive values, and negative values indicate malware traffic. The matrix table is shown 

in Table 1. 

  

Table 1. Confusion Matrix 
Prediction 

 

Actual 

DDoS Normal 

Malware TP FN 
Normal FP TN 

 

True-Positive (TP) shows the number of correct predictions of Malware. False-Positive (FP) is the number 

of malwares mispredictions in Normal. False-Negative (FN) is the number of Normal mispredictions in 

Malware. At the same time, True-Negative (TN) is the number of correct predictions in Normal. 

From the confusion matrix, accuracy, precision, recall, and F-measure can be measured to analyze the 

performance of machine learning algorithms in classifying and detecting malware attacks with the following 

equation. 

 Accuracy = 𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

 Precession = 𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 Recall = 𝑇𝑁

𝑇𝑁+𝐹𝑁
 (4) 

 F-Measure = 2 * (Precision * Recall) / (Precision + Recall) (5) 

Based on the value between False Positive Rate and True Positive Rate, classification performance 

analysis can be carried out based on Receiver Operating Characteristics (ROC). According to [36], output 

curves are also used to evaluate classification models, one of which is the ROC curve. The ROC curve shows 

the trade-off between recall and false alarm rate. According to the ROC curve, a high recall value can also 

potentially cause a higher false alarm rate. 

• Support Vector Machine (SVM) 

Support Vector Machine is a new approach to supervised pattern classification that has been successfully 

applied to a variety of pattern recognition problems [11], [37]. Support vector machines are training algorithms 

for learning classification and regression rules from data. SVMs are best suited to work efficiently with high-

dimensional feature spaces [38]. SVMs are based on strong mathematical foundations, resulting in simple yet 

powerful algorithms. The standard SVM algorithm builds a binary classifier. A simple way to build a binary 

classifier is to construct a hyperplane that separates class members from non-members in the input space. SVMs 

also find nonlinear decision functions in the input space by mapping the data into a higher-dimensional feature 

space and separating them using a maximum margin hyperplane [39]. The system automatically identifies a 

subset of informative points called support vectors and uses them to represent a sparse separating hyperplane, 

a linear combination of these points. Finally, SVM solves a simple convex optimization problem. These 

parameters are obtained by solving the following optimization problem using Support Vector Machine as 

follows: 

 𝑦𝑖(𝑥𝑖 ⋅ 𝑤 + 𝑏) ≥ 1 − 𝜀ⅈ (6) 

In the equation above, it can be assumed that the hyperplane completely separates the two classes. 

However, the two classes are not always perfectly separated. This causes the constraints in the equation not to 

be met and the optimization not to be met. To overcome this problem, SVM is reformulated using the soft 

margin technique [36] in the following equation. 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 31 

Vol. 11, No. 1, March 2025, pp. 27-41 

 

 

Malware Classification and Detection using Variations of Machine Learning Algorithm Models (Andi Maslan) 

 

 
min 𝑤 = 𝜏(𝑤) =

1

2‖𝑤‖2̅̅ ̅̅ ̅̅ ̅
+ 𝑐 ∑ 𝜉𝑖

𝑗=1

 
(7) 

where, 𝑊𝑖 is vector (𝑊0, 𝑊1, 𝑊2 , 𝑊3……𝑊𝑚 ), b is bias term (𝑊0), 𝑋 is variable, 𝜀ⅈ( 𝜀ⅈ> 0) is Slack variable. 

The parameter 𝐶 is chosen to control the trade-off between the margin and the classification error or the 

error value in the classification. The parameter 𝐶 is determined by trying several values and evaluating their 

effect on the accuracy achieved by the SVM, for example through Cross Validation (CV) [40],[41]. A very 

large value of 𝐶 will give a more significant penalty for classification errors.  

In general, the data problem is not linearly separable in the input space, and the soft margin SVM cannot 

find a separator in the hyperplane so it cannot have high accuracy and cannot be generalized well. Therefore, 

a kernel is needed to transform the data into a higher-dimensional space called the kernel space, which helps 

to separate the data linearly. The most commonly used kernel functions are Linear, Polynomial and Radial 

Basis Function (RBF) kernels [42].  

• Neural Network (NN) 

Neural Network is the most widely used classification of neural networks [43]. Artificial neural networks 

are general-purpose, flexible, nonlinear models consisting of multiple units arranged in layers. The complexity 

of a NN can be changed by varying the number of layers and the number of units in each layer. Given sufficient 

units and hidden data, it has been shown that NNs can approximate almost any function with desired accuracy. 

In other words, NNs are universal approximators. NNs are valuable tools for problems where one has little or 

no knowledge of the relationship between the input vectors and the corresponding outputs. Neural network 

models can achieve deep learning. In other words, neural network models can capture much deeper 

characteristics of traffic [44].  

Although neural networks are considered as one of the machine learning methods, neural network models 

are different from conventional machine learning models that can only learn shallow features.  

In general, NN is divided into two parts: single, layer perceptron classifier and multilayer perceptron 

classifier; each part has a different input, hidden layer, and output [6]. For example, the NN formula used is as 

follows: 

 𝑍 = 𝐵ⅈ𝑎𝑠 +  𝑊1𝑋1 + 𝑊2𝑋2 + ⋯ + 𝑊𝑛𝑋𝑛   (8) 

where, 𝑍 is symbols for denotation of graphical representation of JST, 𝑊1 is Beta weight or coefficient, 𝑋1 is 

independent variable or input, and Bias or intercept (𝑊0). 

Three steps must be performed in any neural network: 

(i) Input variables and linear combination equations above for𝑍 = 𝑊0 + 𝑊1𝑋1 + 𝑊2𝑋2 + ⋯ +  𝑊𝑛𝑋𝑛 

Calculate the output or predicted value 𝑌, which is called 𝑌𝑝𝑟𝑒𝑑. 

(ii) Calculate the loss or error term. The error term is the deviation of the actual value from the predicted 

value. 

(iii) Minimize the loss function or error term. 

Computing the neural Network's output can help converge to the optimal solution of the minimum error 

term. The output layer node depends on the previous hidden layer, which is derived from the previous hidden 

layer at that node and derived from the input variables. This middle-hidden layer automatically renders the 

features created by the Network and does not need to take the features [45] explicitly. 

• K-Nearest Neighbour (KNN) 

The K-Nearest Neighbor algorithm is a method that uses a supervised algorithm. K-Nearest Neighbor 

includes instance-based learning groups [46]. The K-nearest neighbor algorithm is simple and works based on 

the similarity of the testing sample with the training sample to determine the K-nearest neighbor. K-Nearest 

Neighbor searches for groups of objects in the training data that are closest (similar) to objects in the new data 

or testing data. K-Nearest Neighbor is a simple classification technique but has good results. In general, to 

determine the distance between two objects x and y, the Euclidean distance formula is used in the following 

equation: 

 

𝑑𝑥𝑦 = √∑ (𝑥1 − 𝑦1)2
𝑛

𝑖=1

 

(9) 

where the matrix D(a,b) is the scalar distance of the two vectors a and b of the d-dimensional matrix. 𝐷 is 

proximity. 𝑋 is training data, 𝑌 is testing data, 𝑛 is number of individual attributes between 1 to 𝑑. 𝑁, 𝑓 is 

attributes of functional similarity between case and case, 𝐼 is Individual attributes between 1 to 𝑛. 
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Researchers such as [47], [16], [43] have used this algorithm to predict and classify labeled data. 
From the three algorithms that have been described, the computational performance of the algorithm has 

its own advantages and disadvantages [48]. For SVM, it has fast computational performance, KNN is slow and 

Neural network is slightly faster than KNN, because neural network uses forward propagation. The level of 

detection accuracy can be seen from the results of this study. 

 

2.3. Data Collection Techniques 

A data collection technique related to malware attack detection is needed to support the research data. 

The data collection technique is carried out by collecting historical data related to Malware. This dataset 

consists of a collection of Portable Executable (PE) execution files, including examples of Malware and non-

malware files [8]. This dataset was collected from the ClaMP malware dataset [49]. The dataset consists of 

5,184 samples. The samples consist of 2,683 malware samples and 2,501 benign samples extracted from 

windows files. In addition, Clamp Malware has 4 main features: Image DoS Header, File_Header and Optional 

Header [50]. 

 

3. RESULTS AND DISCUSSION  

In this section, the research results are explained and presented in the form of images, graphs, tables, etc. 

3.1. Dataset  

The following are the results of the feature collection for the ClaMP malware dataset shown in Table 2. 

 
Table 2. Feature Details 

No Feature No Feature No Feature 

1 e_cblp 26 SizeOfCode 51 OH_DLLchar6 

2 e_cp 27 SizeOfInitializedData 52 OH_DLLchar7 

3 e_cparhdr 28 SizeOfUninitializedData 53 OH_DLLchar8 
4 e_maxalloc 29 AddressOfEntryPoint 54 OH_DLLchar9 

5 e_sp 30 BaseOfCode 55 OH_DLLchar10 

6 e_lfanew 31 BaseOfData 56 SizeOfStackReserve 
7 NumberOfSections 32 ImageBase 57 SizeOfStackCommit 

8 CreationYear 33 SectionAlignment 58 SizeOfHeapReserve 

9 FH_char0 34 FileAlignment 58 SizeOfHeapCommit 
10 FH_char1 35 MajorOperatingSystemVersion 60 LoaderFlags 

11 FH_char2 36 MinorOperatingSystemVersion 61 sus_sections 

12 FH_char3 37 MajorImageVersion 62 non_sus_sections 
13 FH_char4 38 MinorImageVersion 63 packer 

14 FH_char5 39 MajorSubsystemVersion 64 packer_type 
15 FH_char6 40 MinorSubsystemVersion 65 E_text 

16 FH_char7 41 SizeOfImage 66 E_data 

17 FH_char8 42 SizeOfHeaders 67 filesize 
18 FH_char9 43 CheckSum 68 E_file 

19 FH_char10 44 Subsystem 69 fileinfo 

20 FH_char11 45 OH_DLLchar0 70 class 
21 FH_char12 46 OH_DLLchar1   

22 FH_char13 47 OH_DLLchar2   

23 FH_char14 48 OH_DLLchar3   
24 MajorLinkerVersion 49 OH_DLLchar4   

25 MinorLinkerVersion 50 OH_DLLchar5   

 

3.2. Extract Feature 

From the total features that have been obtained, the next step is to group the main features, with the aim 

of making it easier to classify the features as follows. Table 3 explains the dataset feature categories in the main 

features with the aim of making it easier to select features in detecting DDoS type malware, file type and 

selected feature types that fall into the ClaMP feature dataset category. The purpose of categorizing features is 

to avoid overfitting between features in each attribute. 

 

3.3. Data Explores  

To facilitate the data processing process, here are examples of data types for each feature (Table 4). From 

the graph in Fig. 2, it is clear that there is a strong relationship between the features in the malware dataset, as 

attributes that can determine whether the data contains malware files or not. It can be seen from the bright 

diagonal line in the middle indicating that the elements on the ⅈ, ⅈ axes have higher values, indicating the 

relationship of the variables with themselves. And a detailed analysis that 4 features on the x and y axes have 

a balanced correlation value or a value of 1 indicating that the feature can determine whether or not a malware 

is present. Meanwhile, the distribution of Malware based on file size can be seen in the following graph in Fig. 
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3. From the graph in Fig. 3, it is explained that in general Malware can be detected based on the file size which 

is abnormal from the others. 

 

Table 3. Category Feature 
No Main 

features 

Dataset features No of 

features 

1 DDoS 

Feature 

e_cblp, e_maxalloc, e_sp, e_lfanew, SizeOfCode, SizeOfInitializedData, AddressOfEntryPoint, 

BaseOfCode, BaseOfData, CheckSum, SizeOfStackReserve, SizeOfStackCommit, 

SizeOfHeapReserve, SizeOfHeapCommit, E_text, E_data, filesize, E_file 

18 

2 File 

Feature 

FH_char0, FH_char1, FH_char2, FH_char3, FH_char4, FH_char5, FH_char6, FH_char7, 

FH_char8, FH_char9, FH_char10, FH_char11, FH_char12, FH_char13, FH_char14,  

OH_DLLchar0, OH_DLLchar1, OH_DLLchar2, OH_DLLchar3, OH_DLLchar4, OH_DLLchar5, 
OH_DLLchar6, OH_DLLchar7, OH_DLLchar8, OH_DLLchar9, OH_DLLchar10 

26 

3 Optional 

Feature 

e_cp,  e_cparhdr, NumberOfSections, CreationYear, MajorLinkerVersion, MinorLinkerVersion, 

SizeOfUninitializedData, ImageBase, SectionAlignment, FileAlignment, 
MajorOperatingSystemVersion 

MinorOperatingSystemVersion, MajorImageVersion, MinorImageVersion, 

MajorSubsystemVersion, MinorSubsystemVersion, SizeOfImage, SizeOfHeaders, Subsystem, 
LoaderFlags, sus_sections, non_sus_sections, packer, packer_type, fileinfo 

25 

 

Table 4. Feature Data Type 
No Feature Type Data 

1 e_cblp float64 
2 e_cp float64 

3 e_cparhdr float64 

4 e_maxalloc float64 
5 e_sp float64 

..  ... 

65 E_data float64 
66 filesize float64 

69 E_file float64 

70 fileinfo float64 
 class float64 

 

 
Fig. 2. Visualizes of Data 

 

3.4. Feature Selection  

The results of feature selection in this study used the Weight by Correlation method, with the following 

results in Fig. 4. With details of the correlation value sequence in Table 5. Based on the graph Fig. 4 and Table 

5, the best features in detecting malware attacks are FH_char12, OH_DLLchar2, OH_DLLchar0 with 

respective weight correlation values of 0.6081, 0.5428 and 0.5189, meaning that this feature is very effective 

in determining whether a package is malicious or not. 

 

 
Fig. 3. Data Packet Pattern for File Size Feature 
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Table 5. Feature Correlation Value  
No Correlations  Feature 

1 0.6081 FH_char12 

2 0.5428 OH_DLLchar2 

3 0.5189 OH_DLLchar0 
4 0.5140 fileinfo 

5 0.5119 FH_char0 

6 0.3526 FH_char3 
7 0.3476 FH_char2 

8 0.3400 MinorSubsystemVersion 
9 0.3321 MajorSubsystemVersion 

10 0.3073 E_file 

11 0.2838 
MinorOperatingSystem 
Version 

12 0.2824 Subsystem 

13 0.2423 ImageBase 

14 0.2408 SizeOfStackReserve 

15 0.2318 SizeOfHeapReserve 

16 0.2316 SizeOfHeapCommit 

17 0.2310 
MajorOperatingSystem 

Version 

18 0.1971 OH_DLLchar7 
19 0.1862 sus_sections 

20 0.1848 E_text 

21 0.1630 FH_char14 
22 0.1614 FH_char6 

23 0.1448 FH_char5 

24 0.1364 SizeOfImage 
25 0.1361 e_lfanew 

26 0.1240 NumberOfSections 

27 0.1183 filesize 
28 0.1080 FH_char9 

29 0.1080 FH_char10 

30 0.0992 MinorLinkerVersion 
31 0.0968 E_data 

32 0.0922 MajorLinkerVersion 

33 0.0897 OH_DLLchar1 
34 0.0881 FH_char8 

35 0.0872 OH_DLLchar4 

36 0.0759 e_maxalloc 
37 0.0599 BaseOfData 

38 0.0557 non_sus_sections 

39 0.0523 OH_DLLchar8 
40 0.0480 SizeOfHeaders 

41 0.0478 packer 

42 0.0432 BaseOfCode 

43 0.0370 
AddressOfEntry 

Point 

44 0.0310 CreationYear 
45 0.0296 LoaderFlags 

46 0.0264 SizeOfStackCommit 

47 0.0242 
SizeOfUninitialized 
Data 

48 0.0227 FH_char7 

49 0.0199 SizeOfCode 
50 0.0186 e_cp 

51 0.0186 e_cparhdr 

52 0.0183 e_sp 
53 0.0158 ï»¿e_cblp 

54 0.0155 
SizeOfInitialized 
Data 

55 0.0145 FH_char4 

56 0.0145 OH_DLLchar9 
57 0.0132 OH_DLLchar3 

58 0.0121 CheckSum 

58 0.0116 MajorImageVersion 
60 0.0056 MinorImageVersion 
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Fig. 4. Weight by Correlation Value 

 

3.5. Trainning dan Testing Data 

The results of the training and testing data in this study used a mixed model, with data division using the 

split and cross-validation models. This is done to help measure the extent to which the model can generalize 

the data, In addition, the training data is limited or not enough. The results of the training data and the split 

command 75: 25, from a total of 5,184 data. 

 

3.6. Model Making 

• KNN Algorithm 

Based on the available dataset, a model is needed to produce a good level of accuracy in detecting malware 

attacks. The models used in the study are KNN, SVM, and Neural Network. From the model that has been 

worked on, the results of the model are able to see the confusion matrix table with the aim of knowing True 

Positive, True Negative, False Positive and False Negative as follows in Table 6. 

 
Table 6. DDoS Detection Feature 

 true Normal true Malware class precision 

pred. Normal 2263 235 90.59% 
pred. Malware 225 2487 91.70% 

class recall 90.96% 91.37%  

 

From the Table 6, it is explained that the normal data package for Malware Feature with the number of 

features as many as 18 which were detected as normal packages as many as 2263 packages and malware 

packages as many as 2487 packages, and normal data packages were detected as malware as many as 225 and 

malware packages were detected as normal packages as many as 235 with an accuracy level reaching 91.71%. 

The algorithm used to detect whether data packages are normal or not uses the KNN algorithm. 

From the Table 7, it is explained that the normal data package for the File feature with the number of features 

as many as 26 which were detected as normal packages as many as 2470 packages and malware packages as 

many as 822 packages, and normal data packages were detected as malware as many as 18 and malware 

packages were detected as normal packages as many as 1900 with an accuracy level reaching 63.19%. The 

algorithm used to detect whether data packages are normal or not uses the KNN algorithm. 

 

Table 7. File Feature 
 true Normal true Malware class precision 

pred. Normal 2470 1900 56.52% 
pred. Malware 18 822 97.86% 

class recall 99.28% 30.20%  

 

From the Table 8, it is explained that the normal data package for Optional Feature with the number of 

features as many as 24 which were detected as normal packages as many as 2407 packages and malware 

packages as many as 2077 packages, and normal data packages were detected as malware as many as 81 and 

malware packages were detected as normal packages as many as 645 with an accuracy level reaching 86.07%. 

The algorithm used to detect whether data packages are normal or not uses the KNN algorithm. 
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Table 8. Optional Feature 
 true Normal true Malware class precision 

pred. Normal 2407 645 78.87% 

pred. Malware 81 2077 96.25% 

class recall 96.74% 76.30%  

 

From the Table 9, it is explained that the normal data package for the Feature Combination with a total 

of 69 features detected as normal packages is 2267 packages and, malware packages are 2485 packages, and 

normal data packages are detected as malware as many as 221 and malware packages are detected as normal 

packages as many as 237 with an accuracy level reaching 91.21%. The algorithm used to detect whether data 

packages are normal or not uses the KNN algorithm. 

 
Table 9. Feature Combination 

 true Normal true Malware class precision 

pred. Normal 2267 237 90.54% 

pred. Malware 221 2485 91.83% 
class recall 91.12% 91.29%  

 

From the Table 10, it can be concluded that the combination of features is the best dataset in detecting 

malware attacks using the KNN algorithm compared to other features categorized as DDoS Features, File 

Features and Optional features. 

 
Table 10. Malware Feature Combination 

Dataset Category Attribute No of Feature Accuracy Recall Precision 

ClaMP Malware DDoS Feature 18 91.17 91.37 91.71 

File Feature 26 63.19 30.20 97.93 

Optional Feature 24 86.07 76.31 96.25 
ClaMP Malware Combinasi feature 68 91.21 91.29 91.85 

 

• SVM Algorithm 

The results of the Machine Learning model performance evaluation in detecting Malware attacks are as 

follows. Table 11, it is explained that the normal data packets for DDoS Features with the number of features 

as many as 18 were detected as normal packets as many as 2176 packets and malware packets as many as 2144 

packets, and normal data packets were detected as malware as many as 312 and malware packets were detected 

as normal packets as many as 578 with an accuracy level reaching 82.92%. The algorithm used to detect 

whether data packets are normal or not uses the SVM algorithm. 

 
Table 11. DDOS Feature 

 true Normal true Malware class precision 

pred. Normal 2176 578 79.01% 

pred. Benign 312 2144 87.30% 

class recall 87.46% 78.77%  

 

From the Table 12, it is explained that the normal data package for File Feature with the number of 

features as many as 26 which were detected as normal packages as many as 1997 packages and malware 

packages as many as 2575 packages, and normal data packages were detected as malware as many as 491 and 

malware packages were detected as normal packages as many as 147 with an accuracy level reaching 87.75%. 

The algorithm used to detect whether data packages are normal or not uses the SVM algorithm. 

 
Table 12. Feature File 

 true Normal True Malware class precision 

pred. Normal 1997 147 93.14% 

pred. Malware 491 2575 83.99% 
class recall 80.27% 94.60%  

 

From the Table 13, it is explained that the normal data package for File Feature with the number of 

features as many as 24 which were detected as normal packages as many as 1949 packages and malware 

packages as many as 2144 packages, and normal data packages were detected as malware as many as 539 and 

malware packages were detected as normal packages as many as 578 with an accuracy level reaching 87.75%. 

The algorithm used to detect whether data packages are normal or not uses the SVM algorithm. 
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Table 13. Optional Feature 
 true Normal true Malware class precision 

pred. Normal 1949 578 77.13% 

pred. Malware 539 2144 79.91% 

class recall 78.34% 78.77%  

 

From the Table 14, it is explained that the normal data package for Feature Combination with a total of 

69 features detected as normal packages is 1879 packages and malware packages are 2712 packages, and 

normal data packages are detected as Malware as much as 609 and Malware packages are detected as normal 

packages as much as 10 with an accuracy level reaching 88.12%. The algorithm used to detect whether data 

packages are normal or not uses the SVM algorithm. 

 

Table 14. Feature Combination 
 true Normal true Malware class precision 

pred. Normal 1879 10 99.47% 

pred. Malware 609 2712 81.66% 
class recall 75.52% 99.63%  

 

From the Table 15, it can be concluded that the combination of features is the best dataset in detecting 

malware attacks using the KNN algorithm compared to other features categorized as DDoS Features, File 

Features and Optional Features. 

 

Table 15. SVM Algorithm Feature Combination 
Dataset Category Attribute Number  

of Feature 

Accurac

y 

Recall Precesi

on 

ClaMP Malware DDoS Feature 18 82.92 78.76 87.28 
File Feature 26 87.75 85.32 94.60 

Optional Feature 24 78.56 78.77 79.93 

ClaMP Malware Combines feature 68 88.12 99.63 81.70 

 

• Neural Network Algorithm  

The results of the Machine Learning model performance evaluation in detecting Malware attacks are as 

follows. Table 16, it is explained that the normal data packet for DDoS Feature with the number of features as 

many as 18 which were detected as normal packets as many as 2282 packets and malware packets as many as 

2509 packets, and normal data packets were detected as malware as many as 206 and malware packets were 

detected as normal packets as many as 213 with an accuracy level reaching 91.96%. The algorithm used to 

detect whether data packets are normal or not uses the Neural Network algorithm. 

 

Table 16. DDoS File Algorithm Neural Network 
 true Normal true Malware class precision 

pred. Normal 2282 213 91.46% 
pred. Malware 206 2509 92.41% 

class recall 91.72% 92.17%  

 

From the Table 17, it is explained that the normal data package for File Feature with the number of 

features as many as 26 which are detected as normal packages as many as 2264 packages and malware packages 

as many as 2600 packages, and normal data packages are detected as malware as many as 224 and malware 

packages are detected as normal packages as many as 122 with an accuracy level reaching 93.36%. The 

algorithm used to detect whether data packages are normal or not uses the Neural Network algorithm. 

 

Table 17. Feature File 
 true Normal true Malware class precision 

pred. Normal 2264 122 94.89% 

pred. Malware 224 2600 92.07% 

class recall 91.00% 95.52%  

 

From the Table 18, it is explained that the normal data package for Optional Feature with the number of 

features as many as 24 which were detected as normal packages as many as 2135 packages and malware 

packages as many as 2419 packages, and normal data packages were detected as malware as many as 353 and 

malware packages were detected as normal packages as many as 303 with an accuracy level reaching 87.41%. 

The algorithm used to detect whether data packages are normal or not uses the Neural Network algorithm. 
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Table 18. Optional Feature 
 true Normal true Malware class precision 

pred. Normal 2135 303 87.57% 

pred. Malware 353 2419 87.27% 

class recall 85.81% 88.87%  

 

From the Table 19, it is explained that the normal data package for the Feature Combination with a total 

of 69 features detected as normal packages is 2399 packages and malware packages are 2650 packages, and 

normal data packages are detected as Malware as much as 89 and Malware packages are detected as normal 

packages as much as 72 with an accuracy level reaching 96.91%. The algorithm used to detect whether data 

packages are normal or not uses the Neural Network algorithm. 

 

Table 19. Feature Combination 
 true Normal true Malware class precision 

pred. Normal 2399 72 97.09% 
pred. Malware 89 2650 96.75% 

class recall 96.42% 97.35%  

 

From the Table 20, it can be concluded that the combination of features is the best dataset in detecting 

malware attacks using the KNN algorithm compared to other features categorized as DDoS Features, File 

Features and Optional Features. 

 

Table 20. Combination Of Feature Algorithm Neural Network 
Dataset Category Attribute Number of Feature Accuracy Recall Precision 

ClaMP Malware DDoS Feature 18 91.96 92.17 92.48 

File Feature 26 93.36 95.52 92.11 
Optional Feature 24 87.41 88.87 87.76 

ClaMP Malware Combines feature 68 96.91 97.35 96.78 

 

3.7. Compare Algorithm Result 

The results of the Machine Learning model performance evaluation in detecting Malware attacks are as 

follows. Based on the Table 21, the best algorithm in detecting a malware package or not is the Neural Network 

for the feature combination category with an accuracy level of 96.91%, Recall of 97.35% and Precision of 

96.78%.  While the KNN algorithm specifically for the feature file category has a low accuracy rate of 63.19% 

compared to other algorithms, this is because KNN is not suitable for large datasets and the data distribution 

must be normal or each data needs to be scaled, so that the results are better. In addition, the neural network 

algorithm is the best algorithm in this study, because the algorithm is able to perform deep classification [34] 

based on the hidden layer on each feature. 

 

Table 21. Algorithm Comparison Results 
Algorithm Category 

Attribute 

Number 

of 

Features 

Accuracy Recall Precision Training and testing execution time with Cross 

Validation (CV) seconds 

      Cv6 Cv7 Cv8 Cv9 Cv10 avg 

KNN DDoS 
Feature 

18 91.17 91.37 91.71 0.03 0.02 0.02 0.03 0.02 
0.024 

File Feature 26 63.19 30.20 97.93 0.03 0.02 0.03 0.03 0.04 0.030 

Optional 
Feature 

24 86.07 76.31 96.25 0.02 0.02 0.03 0.03 0.03 
0.026 

All Feature 68 91.21 91.29 91.85 0.09 0.12 0.11 0.1 0.11 0.106 

SVM DDoS 
Feature 

18 82.92 78.76 87.28 0.28 0.49 0.31 0.44 0.46 
0.396 

File Feature 26 87.75 85.32 94.60 0.19 0.27 0.28 0.29 0.22 0.25 

Optional 
Feature 

24 78.56 78.77 79.93 1.49 1.26 1.16 1.34 2.24 
1.498 

All Feature 68 88.12 99.63 81.70 0.47 0.22 0.4 0.45 0.54 0.416 

Neural 
Network 

DDoS 
Feature 

18 91.96 92.17 92.48 1.22 1.15 1.36 1.35 1.53 
1.322 

File Feature 26 93.36 95.52 92.11 2.55 1.21 1.23 2.25 2.35 1.918 

Optional 
Feature 

24 87.41 88.87 87.76 0.48 1.3 1.36 1.25 2.03 
1.284 

All Feature 68 96.91 97.35 96.78 6.09 9.47 9.35 9.15 10.16 8.844 
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It can be concluded that each algorithm has its own advantages and disadvantages, the KNN algorithm 

excels in terms of performance with good processing speed, but the accuracy level is slightly low. For the SVM 

algorithm, it has stable speed performance with a fairly good level of accuracy, while the performance of the 

Neural Network algorithm has a fairly long processing speed performance but has a very high level of accuracy. 

 

4. CONCLUSION 

The conclusion of the research related to Malware Attack Detection is that the number of data packages 

in this dataset is 5212 with a total of 69 attributes and two classes. The research stages start from dataset 

preparation, feature extraction, Data Exploration, feature selection, training and testing and model creation. 

This model is created using three machine learning algorithms. The results of the feature classification on the 

dataset can show the performance of each algorithm in detecting Malware. The best algorithm in detecting 

malware packages is the Neural Network for the feature combination category with an accuracy level of 

96.91%, Recall 97.35% and Precision 96.78%.Meanwhile, further malware detection research can be focused 

on file headers, especially binary file types, using genetic algorithms. The reason the analysis focuses on binary 

file headers is because the computing process is faster. 
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