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1. INTRODUCTION  

In the modern era, meteorological information has become a basic need for various sectors of life, 

replacing its previous status as mere common knowledge. In Indonesia, weather prediction has become a 

fascinating subject, especially considering that the Meteorology, Climatology, and Geophysics Agency 

(BMKG) has repeatedly provided forecasts that are only sometimes wholly accurate [1]. It is essential to 

recognize that Indonesia, as an equatorial country, faces high uncertainty and rapid and complex weather 

changes [2]-[5]. In addition, the country's archipelagic landscape, located between two vast oceans, the Indian 

and Pacific, adds to the inherent complexity of predicting weather changes [6], [8]. 

In Indonesia, various observation techniques are used to forecast the weather, like a detective gathering 

evidence. These methods include weather stations, traditional radiosondes, airplane measurements, 

meteorological observations, and remote sensing devices like satellites and radar [7]. Satellites are crucial 

among these techniques because they act as "eyes in the sky" that continuously monitor atmospheric conditions. 

Himawari-8 is one of the most essential satellites [9]-[12]. Its ability to gather numerical data is necessary for 

creating more precise weather forecasts.  

Numerous investigations have been carried out to identify and forecast rainfall in Indonesia. Data from 

the Himawari-8 satellite, the newest geostationary satellite created by JMA/JAXA (Japan Meteorological 

Agency/Japan Aerospace Exploration Agency), was specifically used in one of these studies. Since its launch 

on October 7, 2014, the Himawari-8 satellite has been delivering observation data since July 7, 2015 [5].  

Numerous earlier studies on weather prediction have been carried out, including the use of the LSTM 

algorithm for weather prediction processing [13], [17], deep learning techniques for weather data analysis [14]-

ARTICLE INFO  ABSTRACT  

Article history: 

Received November 30, 2024 

Revised December 19, 2024 

Accepted December 31, 2024 

 

 Indonesia's distinct geographic and climatic features make forecasting the 

weather there tricky. Due to its location at the equator and between two 

enormous oceans, the nation endures erratic weather patterns. Despite 

technical developments, the Meteorology, Climatology, and Geophysics 

Agency (BMKG) require assistance with precise forecasting. This research 

seeks to increase prediction accuracy using the Long Short-Term Memory 

(LSTM) algorithm, a deep learning technique appropriate for time series data 

processing. The research focuses on cloud data sets to improve the prediction 

of heavy rain. The potential of LSTM in weather forecasting has been 

demonstrated in earlier research, focusing on identifying rain at particular 

intervals. This research compares daily and weekly heavy rain prediction 

models using Python.  Results reveal that the weekly model outperforms the 

daily model, achieving 85% accuracy compared to 80%. These findings 

highlight the effectiveness of LSTM in addressing the limitations of existing 

methods, offering a foundation for more reliable weather forecasting tailored 

to Indonesia’s conditions. 

Keywords: 

Weather; 

Heavy rain; 

Deep learning; 
LSTM 

This work is licensed under a Creative Commons Attribution-Share Alike 4.0 

 

Corresponding Author: 

Vivi Monita, School of Electrical Engineering, Telkom University, Jakarta, Indonesia. 

Email: mailto:monitavivii@telkomuniversity.ac.id 

https://doi.org/10.26555/jiteki.v10i4.30374
http://journal.uad.ac.id/index.php/JITEKI
http://jiteki@ee.uad.ac.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
mailto:monitavivii@telkomuniversity.ac.id


834 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) ISSN: 2338-3070 

 Vol. 10, No. 4, December 2024, pp. 833-842 

 

 

Comparative Analysis of Daily and Weekly Heavy Rain Prediction Using LSTM and Cloud Data (Vivi Monita) 

[16], and numerical data processing using the Weather Research and Forecasting (WRF) model and 

multicasting techniques that are downscaled from the Global Forecast System (GFS) output [18]. 

Several earlier studies have focused on a few key approaches to developing weather prediction 

techniques: modeling using Brightness Temperature (BT) and Brightness Temperature Difference (BTD) data 

[19]-[20], deep learning techniques using Himawari-8 satellite data processing or related data [21]-[24], and 

the use of the LSTM algorithm [22]. 

Rainfall prediction modeling with Brightness Temperature (BT) and Brightness Temperature Difference 

(BTD) data shows that not all BTD scenarios are suitable for heavy rainfall prediction [23]-[26]. This highlights 

the need to select the appropriate BTD scenario to improve prediction accuracy. Himawari-8 data processing 

using the Rapid Developing Cumulus Area (RDCA) method shows effective potential in detecting and 

predicting heavy rainfall events in Indonesia with lighter rainfall being more accessible to predict than heavier 

rainfall [27]. A deep learning approach for heavy rainfall prediction using RDCA and Himawari-8 data shows 

that the more training iterations, the more performance improves [28]-[30]. In addition, another study using 

RN-NET with radar data for rainfall prediction has good accuracy scores using prediction time durations of 0.5 

hours, 1 hour, and 2 hours [31]-[35]. Comparison of forecast results without and using the latest satellite 

imagery data with the ConvLSTM model shows that using satellite imagery data and cloud imagery, forecasts 

can help understand insolation, prevent incorrect predictions, and improve prediction accuracy [36]. However, 

ConvLSTM is best used for image or video data [37], [39]. Based on other literature studies, using LSTM 

nowcasting or LSTM forecasting for rain detection has fewer errors [38], [42]. In addition, rain prediction with 

LSTM on Himawari data is accurate [40]-[44]. These findings indicate that deep learning algorithms or LSTM 

have further opportunities to be developed by modeling rain prediction time for 1 hour or 2 hours. 

Therefore, this research aims to address the challenges of heavy rain prediction in Indonesia by 

developing an accurate model using cloud data from the Himawari-8 satellite and the Long Short-Term 

Memory (LSTM) deep learning algorithm. The study focuses on comparing the performance of daily and 

weekly prediction models for heavy rain in West Jakarta City. Ten key parameters from the Himawari-8 

satellite are analyzed to optimize prediction accuracy, focusing on bands 3, 8, 10, 11, and 13. These bands were 

selected based on their sensitivity to cloud properties and atmospheric conditions, which are critical for 

detecting heavy rain patterns. The methodology builds on prior studies by addressing limitations in satellite 

data processing and deep learning approaches, providing a robust framework for improving prediction accuracy 

tailored to Indonesia's unique climatic challenges. 

 

2. RESEARCH METHODS  

This stage explains the method used in this research, which consists of three stages: data conversion, 

creating a prediction model with LSTM, and simulating the LSTM model. 

This research uses the Himawari-8 satellite dataset from February 1, 2023, to March 31, 2023. This dataset 

was downloaded from the JMA/JAXA (Japan Meteorological Agency/Japan Aerospace Exploration Agency) 

website using FileZilla version 3.63.2.1. The downloaded data is still in NetCDF format, so it is necessary to 

convert it to CSV to make it easier to process using Python version 3.9. The data conversion flow is shown in 

Fig. 1 (a). 

The dataset conversion process in Fig. 1 (a) begins by downloading the NetCDF dataset from February 

1, 2023, to March 31, 2023, via the JMA/JAXA website with FilleZila. Initialize the dataset date. This program 

converts data for 1 day with an average number of NetCDF datasets per day of around 124 data or every 10 

minutes. Then the process continues by loading the NetCDF dataset using the Python program to view the data 

contents consisting of headers such as 'latitude,' 'longitude,' 'band_id,' 'start_time,' 'end_time,' 

'geometry_parameters,' 'albedo_01', 'albedo_02', 'albedo_03', 'sd_albedo_03', 'albedo_04', 'albedo_05', 

'albedo_06', 'tbb_07', 'tbb_08', 'tbb_09', 'tbb_10', 'tbb_11', 'tbb_12', 'tbb_13', 'tbb_14', 'tbb_15', 'tbb_16', 'SAZ,' 

'SAA,' 'SOZ,' 'SOA,' and 'Hour.' The process continues by taking bands 3, 8, 10, 11, and 13 and deleting 20 

initial data considered noise. Then, the initialization process of the longitude and latitude of West Jakarta City 

is entered. Fill in the band data based on the longitude and latitude of West Jakarta City. Change the 2D array 

from the NetCDF dataset to a 1D array. Calculate ten rain detection parameters with bands 3, 8, 10, 11, and 

13. Save the calculation results in a new variable with a list form. The data content will be empty if the band 

or calculation result has no value. Then, add each new value in list format to the variable to be converted into 

CSV format. The index of the resulting CSV data set is the date of each data set. The model creation process 

in Fig. 1 (b) starts with initializing the file location, name, and several additional variables; after initialization, 

the data file is loaded according to its name. Error checking is done for further data processing; if there is no 

error, then the header data is printed, and then the data. Finding all columns with empty data, check again to 

ensure no missing value files are left. To fill in missing values, first check for linearity in each column using 

an autocorrelation plot. 
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(a)                                                                                          (b) 

Fig. 1. Flowchart (a) Data conversion (b) Prediction model 

  

Then, fill in the missing values with the average of the corresponding columns. If the filling is successful, 

it will appear. After the data is cleaned and confirmed free of anomalies, the next step is to determine the 

features for the predictor parameters (X) and target parameters (Y). Determination of these features is done by 

considering the relationship between the parameters relevant to the prediction of heavy rain. Furthermore, the 

X and Y data are grouped based on daily and weekly prediction needs. The data will be grouped into six rows 

(daily model) or 12 rows (weekly model) of CSV data with the probability label calculated as heavy rain. If 

the probability of rain is more than 0.5, it is considered heavy rain. This is done to evaluate the temporal order 

and past influence on the prediction. 

After the dataset grouping is complete, enter the separation of the X and Y value parameters and then 

group them based on the time used for prediction (daily or weekly), after which the list of data results is 

converted from the X variable to a 3D array. The Y variable is made by label mapping. One-Hot-Encoding 

Variable: After the X and Y feature data are ready, the next step is to map the labels for the target parameter 

(Y). The data in the Y parameter, initially a string, is converted into a numeric representation using the one-

hot encoding technique. This technique transforms the "Heavy Rain" label into a "1" vector and the "No Rain" 

label into a "0" vector. For the daily and weekly model labels, the data set uses the probability labels that have 

been grouped. If the score is above 0.5, it is included in the Heavy Rain condition and vice versa. This is done 

to speed up data processing with machine learning algorithms. Separate the training and testing data set as 

shown in Table 1. 
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After obtaining the model, it enters the simulation process using new data. The prediction simulation 

begins by initializing the file location, name, and variables. Load the previously modeled PKL file, check for 

errors from the file, and then load the data from the file. The following process takes the value of the parameter 

variable X and converts the X data list into a 3D array. The last process is to predict data based on each existing 

model so that each processed data will produce prediction results [15]. The process flow is shown in Fig. 2. 

 

Table 1. Training shape dimension dataset for daily and weekly models 
Shape Datasets Daily Model Weekly Model 

x_train 6986, 6, 13 6981, 12, 13 

y_train 6986, 2 6981, 2 

x_test 1747, 6, 13 1746, 12, 13 

y_test 1747, 2 1746, 2 

 

 
Fig. 2. LSTM simulation process 

 

2.1. Himawari-8 Satellite 

The Space Environment Data Acquisition Monitor (SEDA) aboard the Himawari-8 satellite monitors 

high-energy protons and electrons in orbit. The Environmental Monitoring Unit (EMU) created for the Galileo 

satellite is the foundation for SEDA, which RUAG Space provides. The Advanced Himawari Imager (AHI), 

an optical sensor on the Himawari-8 satellite, operates in the thermal and reflecting spectrum. For optimal 

coverage of East Asia to the western Pacific, data is recorded every 10 minutes; for specific observations, data 

is recorded every 2.5 minutes. Ten infrared (IR) channels, three visible channels, and three near-infrared (NIR) 

channels make up the 16 channels of the Himawari-8 satellite [16], [17]. There are multiple formats for 

Himawari-8 picture data, including Network Common Data Format (NetCDF), Portable Network Graphics 

(PNG), Low-Rate Information Transmission (LRIT), Himawari Standard Format (HSF), and HRIT. NMHS 

receives all satellite images via the Himawari Cloud service. Multidimensional data sets are stored, 

manipulated, and accessed using CDF, a conceptual data abstraction employed in this study with NetCDF. 

This CDF format is readable and writeable in several programming languages, including Python, C, 

FORTRAN, Java, MATLAB, and others. Time, latitude, and longitude are the three dimensions of CDF [18]. 

This research uses bands 3, 8, 10, 11, and 13 because it focuses on cloud data available on Himawari-8 satellite 

data. The selection of bands 3, 8, 10, 11, and 13 in Himawari-8 satellite data was made because of their relevant 

characteristics for cloud analysis. Band 3 (0.64 µm) is used to detect cloud details such as pattern, structure, 

and coverage with high resolution. Band 8 (6.2 µm) measures the radiation of air vapor in the upper 

atmosphere to study the distribution of air vapor and the location of high clouds. Band 10 (7.3 µm) focuses on 

the middle atmosphere, separating high and low clouds and determining cloud top temperatures. Band 11 (8.6 

µm) detects the physical characteristics of clouds, such as particle composition (air or ice). In comparison, 

Band 13 (10.4 µm) is ideal for observing cloud top temperatures, helping to identify cold clouds associated 

with storms and significant weather systems. 

 

2.2. Long-Short Term Memory (LSTM) 
LSTM is a type of artificial neural network that belongs to the RNN (Recurrent Neural Network) class 

and is designed to overcome the problem of learning long-term dependencies in sequential data. Unlike 

ordinary RNNs that experience vanishing gradient problems, LSTM can retain essential information over a 

more extended period. Each neuron in LSTM functions as a memory unit equipped with three types of gates: 

input gate (IG), forget gate (FG), and output gate (OG). The input gate determines what new information will 
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be stored, the forget gate decides which data needs to be deleted, and the output gate regulates the information 

forwarded to the next step. With this mechanism, LSTM can adaptively manage relevant information, making 

it suitable for various applications such as natural language processing, time series data prediction, and pattern 

recognition [19]. 

 𝑓𝑡   = 𝜎(𝑈𝑡ℎ𝑡−1 + 𝑊𝑓𝑥𝑡) (1) 

 𝑘𝑡   = 𝑐𝑡−1 𝑓𝑡
 (2) 

 𝑖𝑡   = 𝜎(𝑈𝑖ℎ𝑡−1 + 𝑊𝑖𝑥𝑡) (3) 

 𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑈𝑔ℎ𝑡−1 + 𝑊𝑔𝑥𝑡) (4) 

 𝑗𝑡 =  𝑔𝑡  𝑖𝑡
 (5) 

 𝑐𝑡 =  𝑗𝑡 + 𝑘𝑡
 (6) 

 𝑜𝑡 =  𝜎(𝑈𝑜ℎ𝑡−1 + 𝑊𝑜𝑥𝑡) (7) 

 ℎ𝑡 =  𝑡𝑎𝑛ℎ (𝑐𝑡)𝑜𝑡
 (8) 

To determine whether information should be forgotten (deleted), the LSTM unit contains an FG. After 

reading h(t-1) and xt, this gate outputs ft between 0 and 1. The LSTM unit's current state, c(t-1), will be updated 

by this ft value. To put it briefly, the FG will either successfully save or forget the data from the IG and the 

prior LSTM unit. After that, the FG feeds the behavioral recognition system the frame image sequence that 

already exists. Equation (2) and Equation (3) formulate the LSTM structure [20].  

IG will provide the cloud feature information that xt. The output data from the preceding LSTM cell is 

shown in h(t-1); the sigmoid layer is represented by σ. FG provides Ut with the input coefficient matrix 

information; The cell state from the preceding LSTM cell is represented by c(t-1), Wf represents the network 

coefficient matrix from FG, and the FG output utilized to update the current cell condition is represented by kt 

[20].  

The IG processes the input data to the current unit after the LSTM unit forgets the current state 

information. It is crucial to combine h(t-1) and xt with a sigmoid layer to identify the data that needs to be updated 

in the current unit. After that, h(t-1) and xt can be processed with the aid of the tanh activation function to provide 

fresh candidate unit information as extra data. Equations (4) through (7) provide the process formula [20]. 

The sigmoid layer (σ) in the LSTM unit's OG gathers information about output condition evaluation. The 

tanh layer then obtains the vector between decisions at [-1, 1]. For the LSTM unit result, the resultant vector is 

then multiplied by the IG result. OG will normalize the final data for heavy rain prediction during the procedure. 

Equations (8) provide a mathematical explanation for this section [20]. 

 

3. RESULTS AND DISCUSSION  

3.1. Results 
This section will discuss the simulations' results and training analysis on heavy rain prediction models 

with daily and weekly prediction models. 

The dataset used in this research is obtained through a conversion process that involves calculating ten 

rain detection parameters, ensuring comprehensive analysis and accurate detection. For bands 3, 8, 10, 11, and 

13, the calculation process specifically employs statistical measures, including standard deviation, reduction, 

and average, as defined by Equations (7) to (8). These calculations help extract meaningful features from the 

data, enabling the identification of rain-related patterns. The outcome of this conversion process, which 

translates raw satellite data into structured information for analysis, is visually represented in Fig. 3, providing 

a clear depiction of the dataset's transformed state. 

In Fig. 3, the values of the ten rain detection parameters have different data distributions. However, some 

are the same, such as (1) Parameters 1, 4, and 10; (2) Parameter 7; (3) Parameters 8 and 9; and (4) Parameters 

3, 5, 6, and 13. If you look at the relationship with the data label it is shown in Fig. 3. 

In the label graph, Fig. 4 shows only 1 and 0, with label 1 representing a heavy rain condition and label 0 

representing a no rain condition. The heavy rain condition in Fig. 4 starts at 12.10 and goes up to 1.40 WIB, 

with different feature conditions for each parameter. 
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Fig. 3. Training and validation graphs for loss and accuracy of 100 daily model iterations  

 

 
Fig. 4. Relationship between ten parameters and heavy rainfall conditions 

 

The model training experiment on the Himawari-8 satellite dataset was conducted to obtain a heavy 

rainfall prediction model with good accuracy for each parameter combination. The parameter combination is 

based on the data distribution and is divided into two categories: no rain and heavy rain. This experiment uses 

two timing models, namely daily modeling and weekly modeling. The training data and test data are divided 

into a composition of 80% and 20% with the LSTM architecture limited to experiments with 50 hidden layers 

and 100 hidden layers. Based on the results of the model training that has been obtained, the model with the 

best accuracy and RMSE and MAE values approaching 0 is the weekly F4 with 100 hidden layers. Followed 

by the weekly F4 model with 50 hidden layers, daily F4 with 100 hidden layers, and all weekly with 100 hidden 

layers. The four models have an accuracy above 81%, with accuracies of 95%, 87%, 85%, and 82%, 

respectively. 

To provide strong validation, testing was continued using new data calculated from May 1, 2023, to May 

5, 2023, with a total of 669 rows of data. The results of the accuracy validation with new data from the four 

models are shown in Table 2. 

 

Table 2. Model training summary 
Hidden Layer 

Pattern Test Accuracy (%) 
No Rain 

(%) 
Heavy Rain (%) RMSE MAE 

100 F4 weekly 78 75 81 0.43 0.25 

50 F4 weekly 83 74 90 0.41 0.28 

100 F4 daily 79 70 86 0.41 0.29 

100 All weekly 80 68 91 0.37 0.28 

 

3.2. Discussion 

This section discusses the datasets used to train the daily and weekly prediction models and the training 

experiments conducted. 

The data set of 10 rain detection parameters in Fig. 3 has a unique distribution. As in parameters 1, 4, and 

10, which have distributions only on the positive axis, parameters 3, 6, and 13 are gathered on the negative 
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axis, parameter 5 has an even distribution on negative and growth, and parameters 8 and 9 which have too 

much gap between max and min values. If we look at the data distribution of parameter 8, as shown in Fig. 5, 

and parameter 9, as shown in Fig. 6. Although the gap is significant, both have a dominant frequency between 

the value 0, as shown in Fig. 7. 

Therefore, too large gap values can be considered as noise. The clustering results with the EM-GMM 

algorithm have a silhouette score 0.5 when n clusters are equal to 3, as shown in Fig. 8. The combination of 

parameters 8 and 9 has a more significant silhouette score than the combination of several existing parameters. 

Parameters 8 and 9 have more recommendations for further prediction of more rain or heavy rain. 

 

 
Fig. 5. Data distribution parameters 8 

 

 
Fig. 6. Data distribution parameters 9 

 

 
Fig. 7. Domain frequency 
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Fig. 8. Silhouette score 

 

4. CONCLUSION 

This research compares the prediction model using 10 rain detection parameters with daily and weekly 

LSTM prediction models to detect heavy rain. The training and testing results show that the weekly prediction 

model has a better accuracy rate, 85%, compared to the daily prediction model, which only reaches 80%. 

However, when viewed based on the heavy rain label, the daily prediction model provides the highest accuracy 

of 86%. In addition, further analysis was carried out to compare the distribution of 10 rain detection parameters 

used as datasets. Using the Expectation-Maximization Gaussian Mixture Model (EM-GMM) algorithm, a 

silhouette score value 0.5 was obtained when the number of clusters (n) was 3, especially in the combination 

of the 8th and 9th parameters. Although the 8th and 9th parameters showed poor data distribution, these results 

open up more opportunities to utilize these parameters as additional datasets in the development of heavy rain 

prediction models in the future. 
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