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1. INTRODUCTION  

The advancement of digital technology has brought significant transformations across various sectors, 

including the tourism industry [1], [2]. In this era, travelers demand fast, accurate, and relevant access to 

information to support their trip planning [3]. Artificial intelligence (AI)-powered chatbots have emerged as a 

crucial innovation addressing these needs [4], [5]. Acting as digital guides, chatbots provide information on 

destinations, transportation schedules, ticket prices, activity recommendations, and accommodation 

suggestions—all without requiring human interaction [6], [7], [8]. The research background is that chatbots 

have become essential tools for enhancing user experiences by delivering efficient and responsive information 

[9], [10], [11]. 

Retrieval-based chatbots, one of the most widely implemented AI technologies, are designed to select the 

best response from a predefined dataset based on user input [12]. In the context of tourism, this approach is 

particularly relevant as travelers often require specific and structured information in a short time [13], [14]. 

The primary advantages of retrieval-based chatbots are their consistency and ability to deliver answers based 

on recognizable question patterns [15], [16], [17]. For example, retrieval-based chatbots can provide detailed 

information about transportation routes or activity schedules without requiring complex text processing. The 

development of deep learning technology has further elevated retrieval-based chatbots by enhancing their data 
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analysis and natural language processing (NLP) capabilities [18], [19]. Models such as Multilayer Perceptron 

(MLP), Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM), 

Bidirectional LSTM (BiLSTM), and Convolutional Neural Network (CNN) have been implemented to 

maximize chatbot performance in understanding and responding to user inputs [20]. 

Multilayer Perceptron (MLP), a widely used artificial neural network model, is effective for processing 

structured data but less suitable for sequential data. MLP faces limitations in handling long data sequences, 

particularly in text processing or tasks requiring temporal dependencies [21], [22]. To address this limitation, 

Recurrent Neural Networks (RNNs) were introduced as a more suitable alternative for processing sequential 

data. However, RNNs encounter challenges such as vanishing gradients when handling very long data 

sequences, which can reduce performance in practical applications [23], [24]. 

To overcome the shortcomings of RNNs, Gated Recurrent Units (GRUs) have emerged as a solution with 

a more efficient architecture, simplifying the network structure while maintaining the ability to capture long-

term dependencies. Recent studies have shown that GRUs perform exceptionally well in applications such as 

chatbots, where processing efficiency is critical [25], [26]. Meanwhile, Long Short-Term Memory (LSTM) 

networks have further advanced the field by enabling long-term information retention through unique gating 

mechanisms [27], [28], [29]. Additionally, Bidirectional LSTM (BiLSTM), which processes data in both 

forward and backward directions, enhances LSTM's ability to capture broader contexts, making it an ideal 

choice for retrieval-based chatbots that require deeper understanding of question patterns [30]. On the other 

hand, Convolutional Neural Networks (CNNs), though traditionally used in image processing, have 

demonstrated remarkable performance in short-text classification. By leveraging convolutional filters to extract 

critical features from text, CNNs have proven their utility in applications like short-text-based chatbots [31], 

[32]. 

The existing studies often focus on individual model performance without providing a comprehensive 

comparative analysis of deep learning models within the specific context of retrieval-based chatbots for 

tourism. This gap in the literature arises from the highly domain-specific nature of chatbot applications, where 

diverse user needs and varying data structures pose challenges for model generalization. Moreover, prior 

research rarely evaluates these models in terms of their ability to handle the diverse and dynamic queries typical 

in tourism information services. Addressing this gap is essential for identifying the most effective deep learning 

model tailored to the unique demands of the tourism sector. 

This study aims to fill this gap by conducting a comparative analysis of six deep learning models - MLP, 

RNN, GRU, LSTM, BiLSTM, and CNN – in the development of retrieval-based chatbots for tourism 

information services. The methodology involves dataset preparation, preprocessing, model training, and 

evaluation using both quantitative metrics (e.g., accuracy, precision, recall, and F1-score) and qualitative 

assessments, providing a comprehensive understanding of their performance. By employing a systematic and 

multi-faceted evaluation approach, this research offers several key strengths that contribute to its scientific 

merit. 

One of the primary strengths of this study is its comprehensive comparison of diverse deep learning 

models. By analyzing multiple architectures, including traditional (MLP), sequential (RNN, GRU, LSTM, 

BiLSTM), and feature-extraction-based (CNN) models, this research provides a nuanced understanding of their 

performance within the specific context of tourism chatbots. Additionally, the integration of qualitative 

assessments alongside quantitative metrics offers a more holistic evaluation of chatbot effectiveness, capturing 

not only accuracy and precision but also user-centric dimensions like response relevance and contextual 

appropriateness. 

Despite these contributions, the study acknowledges certain limitations that could influence the findings 

and their broader applicability. First, the dataset used for model training and evaluation is relatively small, 

comprising data collected from in-depth interviews with managers of 11 tourism destinations. While this 

dataset provides rich domain-specific insights, its size may limit the generalizability of the results to broader 

tourism contexts or larger datasets that encompass more diverse linguistic and cultural nuances. Second, the 

qualitative assessments, though essential for evaluating user satisfaction and response quality, are inherently 

subjective. The reliance on evaluator judgments introduces potential biases, as perceptions of chatbot 

performance may vary across individuals. These subjective evaluations could impact the consistency and 

reliability of the findings, particularly when scaling the analysis to larger systems or different user groups. 

To balance these limitations, the study emphasizes transparency in its methodology and results. By 

explicitly discussing the challenges associated with dataset size and subjective evaluations, this research seeks 

to provide a balanced perspective that enhances its scientific rigor. Future research is encouraged to build on 

these findings by employing larger and more diverse datasets, as well as incorporating standardized and 

objective evaluation frameworks, to further validate and expand the applicability of the results. Ultimately, this 

study combines its strengths-comprehensive model comparisons and a multi-dimensional evaluation 
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framework-with a clear acknowledgment of its limitations, providing actionable insights for improving chatbot 

accuracy, responsiveness, and user satisfaction. In doing so, it bridges critical gaps in the literature while 

contributing to the development of AI-driven technologies for the tourism sector. 

Theoretical contributions of this research lie in its systematic comparison of deep learning models within 

a domain-specific application. While prior studies have explored individual models, they often lack a direct 

comparative analysis tailored to the complex and dynamic requirements of tourism chatbots. This study bridges 

that gap by providing actionable insights into the strengths and limitations of different architectures, offering 

researchers a clearer understanding of which models excel under specific conditions. By doing so, it contributes 

to the broader body of knowledge on artificial intelligence and natural language processing in domain-specific 

contexts. 

In terms of practical contributions, the study provides critical insights for the tourism sector by 

demonstrating how optimal chatbot models can enhance the delivery of information and improve user 

satisfaction. Specifically, the findings offer guidelines for selecting deep learning architectures that can 

effectively handle diverse and dynamic user queries. These insights are expected to help tourism stakeholders, 

such as destination managers and technology developers, implement AI-driven solutions that address traveler 

needs more effectively, thereby improving the competitiveness of tourism destinations. Furthermore, the study 

highlights the potential for chatbots to act as digital assistants, streamlining trip planning and enriching traveler 

experiences by providing accurate and contextually relevant information. 

Overall, this study seeks to fill critical gaps in the literature by conducting a domain-specific analysis that 

balances theoretical rigor with practical relevance. Its findings contribute to advancing both the academic 

understanding of retrieval-based chatbots and the practical implementation of AI technologies in the tourism 

sector, ultimately supporting the development of more effective and user-centered intelligent systems. 

 

2. METHODS  

This research aims to analyze the performance of six deep learning models in the context of retrieval-

based chatbots for the tourism sector. The methodology involves several stages: dataset preparation, 

preprocessing, model training, testing, and evaluation. Each stage is elaborated as Fig. 1.  

 

 
Fig. 1. Research Stage 

 

2.1. Dataset Preparation 

Dataset preparation is a fundamental step in developing retrieval-based chatbots for the tourism sector. 

The dataset for this study was collected through in-depth interviews with managers of 11 priority tourism 

destinations in Tegal, Indonesia. This decision was driven by the study's focus on exploring localized chatbot 

applications in the tourism sector. Tegal was chosen due to its diverse range of tourism offerings, including 

natural attractions, cultural sites, and culinary experiences, providing a microcosm for examining chatbot 

effectiveness. This initial scale was deemed sufficient to pilot the comparative analysis of deep learning 

models. This approach allowed for an in-depth exploration of the methodology within resource constraints.  

These sites were selected as they represent key attractions, including natural, cultural, and recreational 

tourism, providing a comprehensive view of the region's tourism landscape. This localized focus aligns with 

the study’s aim of exploring chatbot applications tailored to specific regional contexts. Standardized 

questionnaires ensured consistent data collection, covering aspects such as destination descriptions, facilities, 

ticket prices, and activity recommendations. Efforts were made to minimize interviewer bias through training 

and adherence to structured interview protocols. Ethical considerations were thoroughly addressed to ensure 

adherence to research standards. Informed consent was obtained from all participants involved in data 

collection through in-depth interviews. Participants were briefed on the research objectives, the voluntary 

nature of their participation, and the measures in place to protect confidentiality. All data were anonymized 

and securely stored to prevent unauthorized access, ensuring compliance with ethical guidelines and data 

privacy regulations in research involving human subjects. 

The success of retrieval-based chatbots heavily depends on the dataset's quality and structure. Previous 

research has emphasized the importance of well-organized datasets in creating responsive and accurate 

chatbots, especially in tourism applications. For instance, studies have shown that categorizing information 

into tags and developing specific question patterns can improve chatbot response relevance by up to 40% 

compared to conventional approaches [33]. The collected data was organized in JSON format with tags, 
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patterns, and responses to enhance the chatbot’s ability to provide accurate and contextually relevant answers.  

Tags categorize data into specific groups, such as descriptions, facilities, ticket prices, transportation, and 

activities. Patterns consist of sample questions relevant to each category, designed using a multiple QA 

approach to enhance the chatbot's response variety and accuracy. This structure supports efficient training and 

improves response accuracy. 

 

2.2. Dataset Preprocessing 

This is how to start another subsection. Preprocessing is a crucial stage in preparing the dataset for use in 

deep learning models, particularly for developing retrieval-based chatbots in the tourism sector. The goal is to 

transform raw data into a format that can be efficiently processed by the model. Key preprocessing steps in this 

study include lowercasing, tokenization, and lemmatization. Lowercasing converts all text in the dataset to 

lowercase [34], [35]. This process is vital for reducing word variability, which can influence model 

performance, especially in text-based models such as chatbots. For example, the words “Tiket” and “tiket” 

would be considered distinct entities without lowercasing. By standardizing all words to lowercase, consistency 

is improved, making it easier for the model to identify and process similar words. According to research [36], 

lowercasing is a fundamental step in natural language processing (NLP) that simplifies data complexity without 

losing essential information. It minimizes variations in word representation, making the model more efficient 

in learning relationships between words with similar meanings, regardless of capitalization. 

Tokenization splits text into smaller units called tokens [37]. In retrieval-based chatbots, tokenization 

breaks down long sentences or paragraphs into manageable chunks, such as words or phrases, enabling the 

model to identify key elements in the text relevant to user queries. Tokenization is typically performed using 

methods based on spaces or punctuation. For example, the sentence "What is the ticket price for the National 

Park?" would be tokenized into ["What", "is", "the", "ticket", "price", "for", "the", "National", "Park"]. This 

process is crucial for simplifying textual data while retaining meaningful information (Automated Chatbot 

Implemented Using Natural Language Processing). Tokenization can be performed at various levels, including 

word-level and character-level tokenization. In chatbot applications, word-level tokenization is often preferred 

as it better handles conversational context. 

Lemmatization reduces words to their base form (lemma) [38]. Unlike stemming, which only removes 

suffixes, lemmatization considers the meaning of words to return them to their lexical root. For example, the 

word “menerbangkan” (to fly) is reduced to “terbang” (fly), and “lebih baik” (better) becomes “baik” (good). 

Lemmatization is critical in retrieval-based chatbots as it reduces unnecessary word variations, enabling the 

model to recognize different forms of words with the same meaning. Research [39] has shown that 

lemmatization can enhance NLP model accuracy by ensuring all variations of words with identical meanings 

are treated as the same entity. The lemmatization process uses lemmatizers that rely on linguistic rules and 

dictionaries to identify a word's base form. Tools like NLTK (Natural Language Toolkit) in Python automate 

lemmatization across datasets, simplifying analysis and model training 

 

2.3. Model Training 

The training phase is a crucial stage in developing retrieval-based chatbots for the tourism sector using 

deep learning. In this study, six selected deep learning models MLP (Multilayer Perceptron), RNN (Recurrent 

Neural Network), GRU (Gated Recurrent Unit), LSTM (Long Short-Term Memory), BiLSTM (Bidirectional 

LSTM), and CNN (Convolutional Neural Network) were trained using the preprocessed dataset. The selection 

of models in this study was based on their established effectiveness in handling Natural Language Processing 

(NLP) tasks, particularly for retrieval-based chatbot systems. The CNN model was chosen for its ability to 

capture local patterns in text, while RNN, GRU, LSTM, and BiLSTM were selected for their strengths in 

modeling sequential data and long-term dependencies. MLP was included as a baseline for comparison due to 

its simplicity and computational efficiency.  

MLP, as one of the simplest models, is used for text-based classification in retrieval chatbots by 

leveraging feature representations obtained from tokenization and lemmatization. It operates by connecting 

inputs through multiple hidden layers using non-linear activation functions, ultimately producing outputs that 

correspond to prediction labels based on a loss function minimized during training. Research findings [40] 

indicate that MLP is effective in handling static data without complex temporal dependencies. However, MLP 

struggles with long sequence data or complex conversational contexts, a limitation addressed by more advanced 

models. 

In contrast, RNN is better suited for sequential data, such as conversational inputs in chatbots, due to its 

ability to retain information from previous steps through its hidden state mechanism, which is updated with 

each new token. RNN training employs the backpropagation through time (BPTT) algorithm, enabling the 

model to update network weights based on information from the entire data sequence. Studies (RNN Language 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 57 

  Vol. 11, No. 1, March 2025, pp. 53-67 

 

 

Comparative Analysis of Deep Learning Models for Retrieval-Based Tourism Information Chatbots (Dwi Intan Af’idah) 

 

Processing Model-Driven Spoken Dialogue System Modeling Method) show that RNN effectively handles 

conversational contexts with clear temporal dependencies. However, RNN often encounters issues with 

training on long sequences due to vanishing gradients, a challenge that GRU seeks to address. The previous 

research proposes a deep learning approach to build an intelligent chatbot that utilizes a combination of 

Bidirectional Recurrent Neural Networks (BRNN) and an attention mechanism to handle longer conversational 

inputs and maintain context [41].   

GRU, a variant of RNN, employs two primary gates, reset gate and update gate to control which 

information should be retained or forgotten in the hidden state, making it more efficient for training on longer 

data sequences. Research [42] asserts that GRU outperforms RNN in handling long sequences without losing 

critical information from previous steps. Furthermore, GRU trains faster than LSTM due to fewer parameters 

requiring updates during training. LSTM, a type of RNN enhanced with three gates (input gate, forget gate, 

and output gate), effectively addresses the vanishing gradient problem commonly encountered in traditional 

RNNs. LSTM is designed to retain relevant long-term information in data sequences, making it highly effective 

for tasks involving extended conversational contexts, such as chatbots in the tourism sector. Research [43], 

[44], [45] demonstrates that LSTM enhances chatbot accuracy by maintaining longer conversational contexts, 

making it particularly suitable for applications involving more complex user interactions. While LSTM excels 

at handling long sequences, BiLSTM (Bidirectional LSTM) further enhances performance by processing data 

in both forward and backward directions. This bidirectional processing allows BiLSTM to utilize information 

from both directions within a sentence or conversation, providing a more comprehensive understanding of 

linguistic structures. A study [46], [47] confirms that BiLSTM achieves superior results in chatbot tasks by 

offering a more holistic and dynamic comprehension of context. The previous study proposes a chatbot system 

that uses a deep learning model (BiLSTM) to classify messages and improve service quality [48].   

In addition to RNN-based models, CNN is also applied in text processing despite being more widely 

recognized for image processing. CNN is adapted to identify local patterns in text, such as n-grams, which 

frequently appear in conversational data. CNN training begins with vector representations of text, which are 

then processed through convolutional layers to capture key features. Pooling layers are employed to reduce 

dimensionality and extract the most relevant features. Research [37] suggests that CNN is highly effective in 

recognizing patterns in text data, enabling chatbots to handle diverse user queries more efficiently than RNN-

based models. The advantage of CNN lies in its ability to process text data at higher speeds while maintaining 

good accuracy in text pattern recognition tasks.  

Another study [49] introduces a system that combines chatbot technology with a Convolutional Neural 

Network (CNN) for improved agricultural decision-making. The chatbot, created with React and Natural 

Language Processing (NLP), enhances user interaction by answering queries and providing information. The 

system uses a CNN-based approach for plant disease classification.  After collecting and preprocessing image 

data of various plant diseases, a CNN model is trained and tested to predict diseases.  The chatbot is 

implemented using React to design the interface and NLP models for dynamic, contextual responses.  The 

integration of the CNN model and chatbot involves using TensorFlow and a Node.js application to facilitate 

user interaction and predict plant diseases based on user input. 

This study trained and evaluated six deep learning models to develop a retrieval-based chatbot for the 

tourism sector. Recognizing the pivotal role of hyperparameter optimization in ensuring optimal model 

performance, a systematic grid search approach was employed. Common hyperparameters, including learning 

rate, batch size, and the number of epochs, were methodically tuned to achieve an equilibrium between model 

convergence and overfitting. Learning rates within the range of 0.001 to 0.01, batch sizes of 16, 32, and 64, 

and training epochs varying from 50 to 100 were explored. Additionally, early stopping was applied to monitor 

validation loss and terminate training when no further improvement was observed, thereby mitigating 

overfitting. 

Furthermore, model-specific hyperparameters were meticulously adjusted to accommodate the distinct 

characteristics of each architecture. For MLP, the number of hidden layers and neurons per layer were 

optimized, while activation functions such as ReLU and tanh were evaluated. Sequential models, including 

RNN, GRU, LSTM, and BiLSTM, were fine-tuned for hidden units, dropout rates, and the number of layers 

to enhance their ability to model long-term dependencies while preventing overfitting. CNN models underwent 

optimization of filter sizes, the number of filters, and pooling strategies to improve the efficiency of feature 

extraction. This thorough hyperparameter tuning process enhanced the reliability and robustness of the models, 

addressing critical challenges in chatbot development for tourism applications. 

Overall, each deep learning model has its strengths and weaknesses in handling retrieval-based chatbots 

for the tourism sector. MLP performs well with static data, while RNN, GRU, and LSTM excel in managing 

sequential data and conversational contexts. BiLSTM further enhances performance by processing data 
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bidirectionally, while CNN provides advantages in recognizing local patterns in text. The selection of the 

appropriate model depends heavily on the specific requirements of the chatbot application, such as conversation 

complexity, interaction length, and the type of data used. The computational resources for this study were 

provided by Google Colaboratory, utilizing its integrated GPU environment to efficiently train and test the six 

deep learning models. The GPU specifications included an NVIDIA Tesla K80 or T4 with 12GB VRAM, 

depending on the availability, and the platform's built-in support for Python-based libraries such as TensorFlow 

and Keras facilitated seamless implementation. The use of Google Colaboratory ensured accessibility and 

scalability, enabling the reproducibility of the study for future research. 

 

2.4. Testing and Evaluation 

Testing and evaluation represent critical phases in the development of retrieval-based chatbots for the 

tourism sector, aimed at assessing the effectiveness of deep learning models in responding to user queries with 

high accuracy and relevance. The process begins with testing the trained models using a dedicated testing 

dataset, followed by a thorough evaluation of model performance based on metrics specifically designed for 

text-based chatbot applications. This approach ensures the models are capable of handling diverse queries and 

providing accurate and contextually appropriate responses. 

The initial step in testing involves validating each deep learning model with a testing dataset prepared 

during the dataset development phase. This dataset comprises queries aligned with predefined categories, such 

as ticket prices, facilities, or operating hours, and the responses generated by the models are compared against 

reference answers in the dataset to determine prediction accuracy. This stage measures the model's ability to 

provide the correct answers based on user inputs and assess its potential effectiveness in real-world scenarios. 

After testing, the evaluation phase utilizes standard metrics in natural language processing (NLP), including 

accuracy, precision, recall, and F1-score, to measure the model's performance comprehensively. Accuracy 

quantifies the percentage of correct answers relative to the total number of responses, while precision evaluates 

the proportion of correct answers among all responses generated by the model. Recall, on the other hand, 

assesses the model's ability to retrieve correct answers from all relevant answers available in the dataset, and 

the F1-score harmonizes precision and recall to offer a balanced performance indicator. 

In addition to these objective metrics, the evaluation process incorporates a qualitative assessment of 

response quality from the user's perspective, which includes judging the relevance, completeness, and fluency 

of the chatbot's answers. This subjective evaluation is often carried out through trials involving real users or 

simulated conversations designed to test the chatbot in diverse scenarios. Prior research indicates that the 

quality of chatbot responses in the tourism context is heavily influenced by the model’s capacity to understand 

user queries' context and deliver answers that align with user preferences and needs. Such evaluations are 

crucial in determining the chatbot's ability to enhance user satisfaction in practical applications. 

To further refine the evaluation, confusion matrix analysis is employed to investigate the model's ability 

to differentiate between various response categories accurately. This step ensures that the chatbot not only 

delivers correct answers but also avoids misclassifying queries, a critical aspect for maintaining reliability in 

user interactions. Moreover, the evaluation process includes measuring response time, which is a vital 

efficiency metric in tourism chatbot applications where users demand rapid and accurate answers. Latency, 

defined as the time taken by the model to produce a response after receiving user input, is assessed to ensure 

the chatbot meets the speed requirements of the domain. 

The insights derived from testing and evaluation inform recommendations on the most suitable deep 

learning model for retrieval-based chatbot applications in tourism. These findings also guide further 

improvements, such as parameter fine-tuning or leveraging transfer learning to enhance the model's ability to 

process more diverse and complex datasets. By integrating these strategies, the chatbot's performance can be 

continuously optimized to adapt to evolving user needs. 

Overall, testing and evaluation provide a holistic view of how different deep learning models perform in 

the context of retrieval-based chatbots for the tourism sector. Each model demonstrates unique strengths and 

limitations, which must be weighed against the specific goals and requirements of the application. By 

conducting a comprehensive evaluation using appropriate metrics and qualitative assessments, chatbots can be 

refined to deliver a superior user experience, particularly in a sector where quick, accurate, and contextually 

relevant responses are essential for user satisfaction. 

 

3. RESULTS AND DISCUSSION  

3.1. Dataset Preparation Results 

The initial phase of this research involved constructing a dataset, a critical step in developing AI-powered 

chatbots. The study focuses on two chatbot types: retrieval-based and generative chatbots. Separate datasets 
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were designed for each type to meet their specific requirements in responding to tourism-related inquiries in 

Indonesia, particularly in the Tegal region. 

The dataset for the retrieval-based chatbot was structured in JSON format, comprising three primary 

elements: tags, patterns, and responses. This dataset enables the chatbot to match user query patterns with 

predefined responses categorized under specific tags. A total of 71 tags were included, representing main 

categories such as tourist site descriptions, facilities, activities, ticket prices, and other relevant tourism 

information. Each tag includes various query patterns a user might present to the chatbot as Table 1. This 

dataset equips the retrieval-based chatbot to deliver precise answers by identifying the patterns in user queries. 

 

Table 1. Retrieval-Based Chatbot Dataset 
Tag Pattern Responses 

desa_cempaka_facilities 

 

(village_cempaka_facilities) 

 

 

"Apakah ada tempat 

makan di Desa 

Cempaka?" 

"Fasilitas bermain di 

Desa Cempaka ada?" 

"Apakah ada 

penginapan di Desa 

Cempaka?" 

"Ada fasilitas apa 

saja di Desa 

Cempaka?" 

 

("Are there any 

places to eat in 

Cempaka Village?" 

"Are there play 

facilities in Cempaka 

Village?" 

"Is there 

accommodation in 

Cempaka Village?" 

"What facilities are 

there in Cempaka 

Village?") 

"Desa Wisata Cempaka menawarkan berbagai fasilitas yang 

membuat kunjungan Anda semakin nyaman dan 

menyenangkan. Fasilitas yang tersedia termasuk Jungle 

Tracking untuk petualangan alam, kios souvenir untuk 

membeli cendera mata, serta area kuliner untuk mencicipi 

berbagai makanan khas." 

 

("Cempaka Tourism Village offers various facilities that make 

your visit more comfortable and enjoyable. Available facilities 

include Jungle Tracking for natural adventures, souvenir 

kiosks for buying souvenirs, as well as a culinary area for 

tasting various typical foods.") 

 

3.2. Preprocessing Results 

Before training the chatbot models, the prepared dataset underwent preprocessing to transform the text 

into a cleaner and more structured format. Preprocessing aimed to reduce data complexity and ensure 

consistency in word representation, which is crucial for efficient model training. The preprocessing steps 

involve converting all text to lowercase to eliminate discrepancies caused by different capitalizations, ensuring 

that terms like "Desa Cempaka" and "desa cempaka" are treated as the same. Text is then tokenized, breaking 

it down into smaller units such as words or phrases, which makes it easier for the model to process. 

Additionally, lemmatization is applied to reduce words to their base or root form, such as transforming 

"walking" and "walked" into "walk," in order to simplify the text and reduce variations. After preprocessing, 

the dataset became cleaner and more structured, enabling deep learning models to train more effectively and 

deliver better performance. Table 2 explain about result of dataset preprocessing. 

 

Table 2. Preprocessing Results 
Before Preprocessing After Preprocessing 

Apakah ada tempat makan di Desa Cempaka? tempat makan desa cempaka 

Fasilitas bermain di Desa Cempaka ada? fasilitas bermain desa cempaka 

Apakah ada penginapan di Desa Cempaka? penginapan desa cempaka 

Ada fasilitas apa saja di Desa Cempaka? 

 

("Are there any places to eat in Cempaka Village?" 

"Are there play facilities in Cempaka Village?" 

"Is there accommodation in Cempaka Village?" 

"What facilities are there in Cempaka Village?") 

fasilitas desa cempaka 

 

Cempaka village eating place 

Cempaka village play facilities 

Cempaka village accommodation 

Cempaka village facilities 
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3.3. Testing and Evaluation Results 

After preprocessing, six deep learning models MLP (Multilayer Perceptron), RNN (Recurrent Neural 

Network), GRU (Gated Recurrent Units), LSTM (Long Short-Term Memory), BiLSTM (Bidirectional LSTM), 

and CNN (Convolutional Neural Network) were tested.  This bar chart displays Fig. 2 the confusion matrix 

results for the MLP model, showing its performance across various classes. The predominance of green bars 

(True Positives and True Negatives) highlights that the MLP model performs well overall, with high accuracy 

for most classes. However, occasional red (False Positives) and blue (False Negatives) segments indicate 

misclassifications in specific classes, suggesting limitations in handling more complex or nuanced patterns in 

the data. 

 

 
Fig. 2. Confusion Matrix of MLP 

 

This bar in Fig. 3 chart shows the confusion matrix results for the RNN model, illustrating its classification 

performance across multiple classes. The abundance of green bars (True Positives and True Negatives) 

indicates that the RNN model achieves moderate success in identifying correct classifications. However, the 

presence of blue (False Negatives) and red (False Positives) segments for several classes suggests that the RNN 

struggles with certain patterns, indicating limited contextual understanding and misclassification tendencies in 

structured datasets. 

 

 
Fig. 3. Confusion Matrix of RNN 
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The bar chart as Fig. 4 represents the confusion matrix results for the GRU model, demonstrating its 

classification accuracy across different classes. The dominance of green bars (True Positives and True 

Negatives) suggests that the GRU performs well overall in correctly identifying most cases. However, some 

blue (False Negatives) and red (False Positives) bars for specific classes indicate that the GRU encounters 

occasional misclassifications, reflecting challenges in capturing intricate contextual patterns in certain 

instances. 

 

 
Fig. 4. Confusion Matrix of GRU 

 

Fig. 5 represents the confusion matrix results for the LSTM model, showcasing its classification 

performance across various classes. The predominance of green bars (True Positives and True Negatives) 

indicates that the LSTM model achieves high accuracy overall, correctly classifying most instances. However, 

the scattered presence of blue (False Negatives) and red (False Positives) bars for certain classes suggests that 

the model struggles with occasional misclassifications, particularly in handling nuanced or overlapping features 

within the dataset. 

 

 
Fig. 5. Confusion Matrix of LSTM 

 

Fig. 6 is a visual representation of the confusion matrix results for a BiLSTM model, depicting 

classification performance across various classes. The green bars, dominating the chart, indicate a high number 
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of true positive and true negative predictions, suggesting the model's strong overall accuracy. However, the 

presence of small blue and red bars for specific classes highlights instances of false negatives and false 

positives, suggesting occasional misclassifications in certain categories. 

 

 
Fig. 6. Confusion Matrix of BiLSTM 

 

Fig. 7 represents the confusion matrix results for a CNN model, with true positive and true negative 

predictions (green bars) dominating most classes, indicating high overall accuracy. However, small red and 

blue bars in specific classes point to instances of false positives and false negatives, suggesting occasional 

misclassification. These errors, while minimal, may require further investigation to enhance the model's 

performance for the affected classes. 

 

 
Fig. 7. Confusion Matrix of CNN 

 

Their performance was evaluated using standard metrics: accuracy, precision, recall, and F1 score as 

illustrated by Table 3. The CNN model demonstrated the best performance among all tested models, achieving 

the highest accuracy (0.98), recall (0.98), precision (0.99), and F1 score (0.98). This result underscores CNN's 

ability to identify and filter information effectively, making it highly suitable for handling user query patterns 

in retrieval-based chatbots. CNN excels at extracting local features in text, which gives it a significant 

advantage in this application. 
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The MLP model also performed well, with an accuracy of 0.94. However, its effectiveness is somewhat 

limited in handling complex queries due to its simpler architecture. Conversely, the RNN model exhibited the 

lowest performance, with an accuracy of 0.82. While RNNs are generally effective for sequential data, their 

performance in this context suggests limitations in processing structured datasets requiring a deeper contextual 

understanding. Overall, the CNN model's superior performance highlights its suitability for retrieval-based 

chatbots, particularly in applications requiring high accuracy and speed in responding to user queries. 

 

Table 3. Assessment of Deep Learning Models 
Model Accuracy Recall Precision F1 Score 

MLP 0.94 0.94 0.96 0.94 

RNN 0.82 0.82 0.86 0.82 

GRU 0.91 0.91 0.99 0.94 

LSTM 0.90 0.90 0.98 0.92 

BiLSTM 0.91 0.91 0.96 0.92 

CNN 0.98 0.98 0.99 0.98 

 

3.4. Discussion 

Based on the experimental results, this study concludes that the Convolutional Neural Network (CNN) 

model is the most effective and efficient model for developing retrieval-based chatbot systems in the tourism 

sector. CNN demonstrated a significant advantage in handling highly complex queries and delivering accurate 

results in filtering and extracting relevant information from textual datasets. This model effectively captures 

dominant local features within the text, enabling the chatbot to provide faster and more precise responses. 

However, slight misclassifications observed in the confusion matrix could be mitigated by further fine-tuning 

hyperparameters or enhancing the dataset with more diverse queries. The lower performance of the RNN model 

highlights its limitations in handling structured datasets, which could be addressed by utilizing more advanced 

architectures like GRU or LSTM for better sequential dependency modeling. Additionally, improvements in 

data preprocessing, such as enhanced tokenization or normalization techniques, could reduce errors across all 

models and enhance their practical performance in real-world applications. 

The results of this study are consistent with prior research emphasizing the effectiveness of Convolutional 

Neural Networks (CNNs) in natural language processing tasks. For example, previous studies have shown that 

CNN-based chatbots outperform Recurrent Neural Networks (RNNs) in terms of accuracy and relevance of 

responses, showcasing CNNs' superior capability in analyzing structured textual data [37]. Additionally, 

research on hybrid algorithms, combining KNN, RNN, and CNN, has demonstrated that the inclusion of CNNs 

significantly enhances the accuracy of sentiment analysis models [50]. These findings emphasize the 

adaptability and effectiveness of CNNs in managing complex textual patterns, further supporting the outcomes 

of this study. Collectively, the evidence confirms CNNs' suitability for retrieval-based chatbot applications, 

especially in scenarios requiring high precision and robust natural language processing. 

The superior performance of the CNN model can be attributed to its proficiency in identifying and 

leveraging local patterns within textual data, which is crucial for understanding and responding to complex 

user queries in the tourism domain. In contrast, the RNN model's lower performance may stem from its inherent 

limitations in capturing long-range dependencies and handling structured data, which are better managed by 

advanced architectures like GRU and LSTM. The results highlight trade-offs between the computational 

efficiency of simpler models like MLP and the superior accuracy of more complex models like CNN. While 

MLP requires significantly fewer computational resources and training time, its performance is limited in 

handling complex patterns within structured datasets, making it less suitable for tasks requiring high contextual 

understanding. Conversely, the CNN model, despite its higher computational demands, delivers superior 

accuracy by effectively capturing local patterns and dependencies in text, which are critical for retrieval-based 

chatbots. Practitioners in the tourism sector must balance these trade-offs based on their specific application 

requirements, such as prioritizing computational efficiency for resource-constrained environments or 

leveraging the higher accuracy of CNN for tasks requiring robust and precise user interactions. 

Nevertheless, the study's findings are constrained by the dataset's limited size, comprising only 11 tourism 

destinations in Tegal, Indonesia, which may impact its external validity and generalizability to broader tourism 

contexts. Although these destinations were selected for their priority status and diversity, the sample may not 

comprehensively represent the wider tourism sector. Furthermore, the reliance on data collected through in-

depth interviews introduces potential biases, despite efforts to mitigate variability through standardized 

questionnaires. To enhance the robustness and reliability of future studies, it is recommended to expand the 

dataset to encompass a more diverse range of destinations and adopt alternative data collection methods, such 

as automated web scraping or crowdsourcing, to reduce subjective bias and improve generalizability. Despite 
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these limitations, the study demonstrates that the CNN model consistently outperforms other deep learning 

models in terms of accuracy, precision, recall, and F1-score. This research, therefore, provides a significant 

contribution to the field by offering valuable insights into the application of deep learning models in the tourism 

sector, highlighting the CNN model's superior performance in developing retrieval-based chatbots,  and 

establishing a foundation for future advancements.  

 

4. CONCLUSION 

This study demonstrates that Convolutional Neural Networks (CNNs) are the most effective deep learning 

models for developing retrieval-based chatbot systems in the tourism sector. CNN outperformed other tested 

models, including MLP, RNN, GRU, LSTM, and BiLSTM, achieving superior accuracy, precision, recall, and 

F1-score. Its ability to capture local patterns in structured datasets makes it particularly effective for handling 

complex and diverse user queries, delivering reliable and contextually relevant responses. These findings 

reinforce CNN's suitability for applications requiring robust natural language processing capabilities, 

particularly in the context of retrieval-based chatbot systems. 

Despite these promising results, this study is subject to certain limitations. The dataset, which included 

information from only 11 priority tourism destinations in Tegal, Indonesia, is relatively small and may not fully 

represent the complexities of broader tourism contexts. Additionally, the reliance on data collected through in-

depth interviews introduces potential biases despite efforts to mitigate them using standardized questionnaires. 

Furthermore, the computational requirements for CNN training and deployment, which rely on GPU-

accelerated environments, could pose challenges for smaller organizations with limited technical infrastructure. 

These limitations should be considered when interpreting the results and applying the models in broader 

contexts. 

The research contributes to new knowledge by offering a comparative evaluation of deep learning models 

in the tourism sector and highlighting the trade-offs between computational efficiency and model accuracy. 

The study emphasizes CNN's strength in effectively processing structured data, providing actionable insights 

for practitioners aiming to develop AI-driven solutions in tourism. Moreover, it establishes a foundational 

framework for leveraging deep learning in retrieval-based chatbots, thus advancing the field of AI in tourism 

applications. 

Future research could focus on expanding the dataset to encompass a broader range of tourism 

destinations and more diverse user queries, improving generalizability and external validity. Investigating 

hybrid architectures that integrate CNNs with other advanced models, such as LSTMs or attention mechanisms, 

could further enhance chatbot performance by leveraging their combined strengths. Exploring resource-

efficient deployment strategies, such as model compression or edge computing, would facilitate broader 

adoption of high-performing chatbot systems in resource-constrained environments. Finally, integrating 

generative models with retrieval-based chatbots could improve their ability to handle dynamic, context-

dependent queries, increasing versatility and engagement. 
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