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1. INTRODUCTION  

In the era of advanced artificial intelligence and machine learning, text classification has become a crucial 

and intriguing area of research [1], [2], [3]. Text classification involves categorizing text into specific groups 

based on its content. One of the primary challenges in developing text classification models is overfitting [4], 

[5]. Overfitting is a common issue faced in machine learning, particularly when working with large and 

complex datasets [6]. Neural networks, a type of machine learning model frequently used for text classification 

tasks, are especially susceptible to overfitting [7], [8]. This susceptibility arises from their ability to learn highly 

complex patterns in training data. However, when a model fits the training data too closely, it tends to capture 

noise and specific details irrelevant for generalizing to new data [9], [10]. 

In the field of machine learning and deep learning, several classification algorithms are commonly used 

by researchers for various applications, ranging from image recognition to text analysis. Popular machine 
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the training data, including noise and specific details, resulting in poor 
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learning classification algorithms include K-Nearest Neighbors (KNN) [11], [12], which is simple yet effective 

for small datasets, and Support Vector Machines (SVM) [13], [14], which excels at separating classes with a 

clear margin. On the deep learning side, Convolutional Neural Networks (CNN) [9], [15] are the preferred 

choice for image classification due to their ability to capture spatial features, while Recurrent Neural Networks 

(RNN) [16], [17], particularly Long Short-Term Memory (LSTM) [18], [19], are widely used in text and 

sequence data processing due to their ability to remember long-term information. 

In recent years, significant advancements in artificial intelligence (AI) and machine learning have driven 

improvements in various applications, including text classification [20], [21]. Text classification is the process 

of categorizing text into predefined groups based on its content [22], [23]. One of the main challenges in 

developing text classification models is overfitting, where the model fits the training data too well but performs 

poorly on unseen data. This results in a model that cannot generalize well, significantly reducing performance 

on test data [24], [25]. Previous research conducted by [26] emphasizes the advantages of using LSTM 

approaches in predicting dengue cases, helping readers understand the relative benefits of deep learning 

technology. The use of relevant and up-to-date data enhances the relevance of the study's findings in real-world 

applications. The implications of these findings are critical for health agencies to improve dengue prevention 

and control efforts, potentially reducing the disease burden in Davao City and other regions. However, despite 

demonstrating the potential of LSTM models in dengue prevention and control, the article lacks discussion on 

how these findings can be implemented in public health policies. It also does not provide a comparison with 

previous studies using similar or different methods for predicting dengue cases. Such comparisons could offer 

a broader context regarding the strengths and weaknesses of the proposed model. 

In subsequent research by [27], the article applies an effective oversampling technique, the Synthetic 

Minority Oversampling Technique (SMOTE), to address the issue of imbalanced data that often arises in real-

world datasets. This helps in improving the model's accuracy in predicting financial distress. The use of Genetic 

Algorithms (GA) to optimize LSTM model parameters is a sophisticated and effective approach. Genetic 

algorithms can find the best parameters for the LSTM model, ultimately enhancing its performance in 

predicting financial distress. However, the article does not deeply discuss the limitations of the approach used. 

A discussion on potential limitations and situations where the model might not perform well could provide a 

more comprehensive insight into the model's application. Additionally, the article focuses on optimizing the 

LSTM model using GA but lacks exploration of further model development, such as integration with other 

techniques or applications in different contexts. 

From the discussed topics, the issue of overfitting frequently arises. Overfitting occurs when a model 

learns the details and noise of the training data too well, resulting in poor performance when faced with new 

or test data [8], [28]. This leads to poor generalization, which is highly detrimental in practical applications 

[29], [30]. Various techniques have been developed to address this, such as regularization, dropout, and using 

larger datasets for training. In this study, we focus on using the IMDB movie review dataset available on 

Kaggle as a data source for developing a text classification model. This dataset was chosen because it is rich 

in text content and is often used as a benchmark in text classification research [31], [32]. 

Based on the literature review, this study aims to reduce overfitting in neural networks used for text 

classification by utilizing the IMDB movie review dataset. We will explore various techniques and methods 

that can be used to improve model generalization and reduce overfitting. Thus, it is expected to significantly 

contribute to improving the performance of text classification models and providing deeper insights into how 

to address overfitting in neural networks. Neural networks, as a type of machine learning model often used for 

text classification, are highly susceptible to overfitting [33], [34], [35]. Their ability to learn complex patterns 

in training data often results in models that fit the data too well but fail to recognize patterns in unseen data. 

This becomes a major issue when the dataset used has a lot of variability and noise. Therefore, it is crucial to 

find effective methods to reduce overfitting to enhance the generalization ability of the model [36], [37], [38]. 

Various techniques have been developed to combat overfitting in neural networks. One popular technique 

is regularization, which involves adding a penalty term to the loss function during training to prevent the model 

from becoming too complex [39]. Dropout is another frequently used technique, where units in the neural 

network are randomly dropped during training to prevent certain neurons from becoming too dominant. 

Additionally, using larger and more diverse datasets is considered an effective way to reduce overfitting 

because it allows the model to learn from more examples and become more robust to data variations [40], [41]. 

This study will utilize the IMDB movie review dataset available on Kaggle. This dataset was selected 

because it is rich in text content and is frequently used as a benchmark in text classification research [42], [43]. 

By using this dataset, we aim to develop a neural network model that better addresses overfitting. We will 

evaluate the effectiveness of various techniques such as regularization, dropout, and exploring the use of larger 

datasets in improving model generalization. The primary goal of this research is to identify and implement 
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effective methods to reduce overfitting in neural networks used for text classification [44]. We hope this study 

will make a significant contribution to improving the performance of text classification models and provide 

deeper insights into the best ways to tackle overfitting in this context. Consequently, the resulting model will 

not only be more accurate but also more reliable in real-world applications where the ability to generalize is 

crucial. 

 

2. METHODS  

The research begins with the identification of the need for efficient and accurate text classification 

methods due to the increasing availability of online text data. Neural Networks, particularly Long Short-Term 

Memory (LSTM) networks, have been effective in handling text data; however, these models are prone to 

overfitting, especially with large and complex datasets. The primary problem addressed in this research is how 

overfitting reduction techniques such as dropout and early stopping can improve the performance of LSTM 

models in text classification. The objective is to evaluate the effectiveness of these techniques using the IMDB 

dataset from Kaggle, providing insights that can be applied to various Natural Language Processing (NLP) 

applications. 

 

2.1. Dataset 

The IMDB Movie Reviews dataset from Kaggle is a widely used benchmark for binary sentiment 

classification tasks. This dataset contains a total of 50,000 movie reviews, which are equally divided into 

25,000 positive and 25,000 negative reviews. This balanced nature of the dataset makes it ideal for binary 

classification, ensuring that the model does not become biased towards either class during training. Each review 

in the dataset is presented as raw text, which provides a rich source of information but also necessitates 

significant preprocessing to convert it into a format suitable for machine learning models. The reviews vary in 

length and contain a wide range of vocabulary, reflecting natural language usage. 

 

2.2. Proposed Method 

This research proposes a systematic approach to evaluate the effectiveness of overfitting reduction 

techniques in Long Short-Term Memory (LSTM) models for text classification using the IMDB dataset from 

Kaggle. Two models are constructed: a standard LSTM model without overfitting reduction techniques and an 

enhanced LSTM model incorporating dropout and early stopping. The standard LSTM model Fig. 1(a) begins 

with an Embedding layer, which converts input text data into dense vector representations of fixed size (128 

dimensions). This is followed by the first LSTM layer with 128 units, configured to return full sequences to 

capture dependencies within the text. The second LSTM layer, also with 128 units, processes the output from 

the first LSTM layer to distill the information into a final sequence. The output is then passed through a Dense 

layer with a single unit and a sigmoid activation function to provide a binary classification output, indicating 

the sentiment of the review as either positive or negative. In contrast, the enhanced LSTM model Fig. 1(b) 

includes additional layers to mitigate overfitting. Like Model 1, it starts with an Embedding layer and an initial 

LSTM layer with 128 units returning full sequences. However, a Dropout layer is introduced after the first 

LSTM layer, with a dropout rate of 0.2, randomly disabling 20% of the neurons during training. This dropout 

layer helps prevent the model from becoming overly reliant on specific neurons, thereby promoting robustness. 

The second LSTM layer, identical to Model 1 with 128 units, processes the sequence further, followed by 

another Dropout layer with the same dropout rate. Finally, a Dense layer identical to that in Model 1 provides 

the binary classification output. 

 
Input (teks)

Embedding(input_dim=5000, output_dim=128, input_length=500)

LSTM(units=128, return_sequences=True)

LSTM(units=128)

Dense (units=1, activation=sigmoid)

Output 
(prediksi)

 

(a) 

Input (teks)

Embedding(input_dim=5000, output_dim=128, input_length=500)

LSTM(units=128, return_sequences=True)

LSTM(units=128)

Dense (units=1, activation=sigmoid)

Output 
(prediksi)

Dropout (rate=0.2)

Dropout (rate=0.2)

(b) 

Fig. 1. Proposed Method: Layer-by-Layer Explanation and Comparison 
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Novelty 

2.3. Research Framework 

The research begins with clearly defining the research objectives, problem statements, and expected 

outcomes. This foundational phase sets the stage for the entire study. The next step involves loading and 

preprocessing the IMDB Movie Reviews dataset from Kaggle, which contains 50.000 movie reviews labeled 

as positive or negative. The data preprocessing includes several essential tasks: loading the dataset, tokenizing 

the text data into sequences of integers (where each integer represents a word in the dataset's vocabulary), 

padding these sequences to a uniform length of 500 words to meet the LSTM model's input requirements, and 

finally splitting the dataset into training and test sets with an 80/20 split. 

Following the data preparation Fig. 2, two LSTM models are constructed. The first model, built without 

overfitting reduction techniques, consists of an Embedding layer to convert words into vector representations 

of dimension 128, followed by two LSTM layers each with 128 units (the first returning full sequences and the 

second processing the sequence further), and a Dense layer with a single unit and a sigmoid activation function 

for binary classification. This model is trained using standard parameters, including the Adam optimizer, binary 

cross-entropy loss function, a batch size of 128, and a maximum of 10 epochs. 

 

 
Fig. 2. Research Framework 

 

The second model incorporates overfitting reduction techniques. Similar to the first model, it starts with 

an Embedding layer and an initial LSTM layer with 128 units returning full sequences. However, it introduces 

a Dropout layer with a dropout rate of 0.2 after the first LSTM layer to prevent overfitting by randomly 

disabling 20% of the neurons during training. This is followed by another LSTM layer with 128 units and a 

second Dropout layer with the same dropout rate. The final layer is a Dense layer, identical to the one in the 

first model, providing the binary classification output. This enhanced model is trained with early stopping in 

addition to the standard parameters, halting training when the validation loss stops improving to prevent 

overfitting. 

The performance of both models is evaluated using several metrics: loss, accuracy, precision, recall, and 

F1-score, to provide a comprehensive assessment of each model's effectiveness in classifying the sentiment of 

movie reviews. The results are compared in a tabular format, highlighting the differences in performance 

metrics. Additionally, the training and validation curves are analyzed to visualize the learning process and 
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identify any overfitting behavior. Based on this comparison and analysis, the study concludes by summarizing 

the key findings, emphasizing the improved performance and generalization capability of the LSTM model 

with overfitting reduction techniques. Suggestions for future research are provided, including exploring 

additional regularization methods and applying these techniques to other datasets. The research process 

concludes with the documentation of findings and insights gained from the study. 

 

3. RESULTS AND DISCUSSION  

The Fig. 3 shows the evaluation results of a neural network model for text classification using the IMDB 

movie reviews dataset from Kaggle, without applying overfitting reduction techniques. Fig. 3 explains the Test 

Loss value of 0.4724 indicates the prediction error produced by the model, while the Test Accuracy of 86.81% 

demonstrates that the model is quite effective in classifying reviews as positive or negative. In the evaluation 

of the model's performance for each class, the results indicate that for class 0 (negative reviews), the model has 

a precision of 0.91, recall of 0.82, and an F1-score of 0.86. The number of samples for this class is 4961. 

Meanwhile, for class 1 (positive reviews), the precision is 0.84, recall is 0.92, and the F1-score is 0.87, with 

5039 samples. 

 

 
Fig. 3. The evaluation results without applying overfitting reduction techniques 

 

In aggregate metrics, the overall accuracy of the model is 87%, meaning that 87% of the total predictions 

are correct. The macro average and weighted average for precision, recall, and F1-score are all 0.87. The macro 

average calculates the simple average of the metrics without considering the number of samples in each class, 

whereas the weighted average calculates the average by considering the proportion of samples in each class, 

giving more weight to the classes with more samples. Next, the Fig. 4 displays the evaluation results of a neural 

network model for text classification using the IMDB movie reviews dataset from Kaggle, after applying 

overfitting reduction techniques. 

 

 
Fig. 4. The evaluation results after applying overfitting reduction techniques 

 

       Fig. 4 explains The Test Loss value of 0.2807 indicates a lower prediction error compared to the previous 

model without reduction techniques, and the Test Accuracy of 88.61% shows an improvement in the model's 
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effectiveness in classifying reviews as positive or negative. In the performance evaluation of the model for 

each class, the results show that for class 0 (negative reviews), the model achieves a precision of 0.92, recall 

of 0.84, and an F1-score of 0.88, with 4961 samples. For class 1 (positive reviews), the model achieves a 

precision of 0.86, recall of 0.93, and an F1-score of 0.89, with 5039 samples. 

In aggregate metrics, the overall accuracy of the model is 89%, meaning that 89% of the total predictions 

are correct. The macro average and weighted average for precision, recall, and F1-score are all 0.89. The macro 

average calculates the simple average of the metrics without considering the number of samples in each class, 

whereas the weighted average calculates the average by considering the proportion of samples in each class, 

giving more weight to the classes with more samples. 

The application of overfitting reduction techniques has clearly improved the model's performance, 

resulting in higher precision, recall, and F1-scores for both classes, as well as a significant decrease in test loss. 

This demonstrates the effectiveness of techniques such as regularization, dropout, and data augmentation in 

enhancing the generalization capability of the neural network model for text classification. 

The left graph illustrates the accuracy comparison Fig. 5(a), while the right graph presents the loss 

comparison Fig. 5(b). In the accuracy comparison, the model's training accuracy without overfitting reduction 

techniques steadily increases, reaching approximately 0.95 by the 9th epoch. However, the validation accuracy 

peaks early around the 2nd epoch and subsequently declines, indicating overfitting as the model performs well 

on the training set but poorly on the validation set. Conversely, the model with overfitting reduction techniques 

shows a stable and consistent increase in both training and validation accuracy, with the validation accuracy 

reaching around 0.90 by the 9th epoch. 

 

 

{a) Acuracy Camparison 

 

{b) Loss Camparison 

Fig. 5. The performance of a neural network model with and without overfitting reduction techniques 

 

The loss comparison further highlights the benefits of overfitting reduction. The training loss without 

overfitting reduction techniques decreases significantly, stabilizing at around 0.10 by the 9th epoch. However, 

the validation loss decreases initially but then increases, signifying overfitting. In contrast, the model with 

overfitting reduction techniques exhibits a steady decrease in both training and validation loss, with the 

validation loss stabilizing around 0.20, indicating better generalization and less overfitting. Overall, the graphs 

clearly demonstrate that applying overfitting reduction techniques such dropout, results in a more robust model. 

The Table 1 presents a comparison between two neural network models for text classification: one without 

overfitting reduction techniques and one with these techniques applied. The model without overfitting 

reduction shows a test loss of 0.472449, while the model with overfitting reduction techniques exhibits a 

significantly lower test loss of 0.280724, indicating fewer prediction errors and better generalization to test 

data. Furthermore, the test accuracy of the model with overfitting reduction is higher at 88.61% compared to 

86.81% for the model without such techniques, demonstrating enhanced classification capability. 

 

Table 1. The comparison between two neural network models for text classification 

Model Test Loss Test Accuracy Precision Recall F1-Score 

No Reducing 0.472449 0.8681 0.837568 0.915856 0.874964 

Reducing 0.280724 0.8861 0.856490 0.929748 0.891617 
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In terms of precision, the model with overfitting reduction achieves a value of 0.856490, outperforming 

the 0.837568 precision of the model without overfitting reduction, which suggests fewer false positive errors. 

Similarly, the recall is higher for the model with overfitting reduction at 0.929748 compared to 0.915856 for 

the model without, indicating better identification of true positives and fewer false negatives. The F1-Score, 

which balances precision and recall, is also superior for the model with overfitting reduction at 0.891617, as 

opposed to 0.874964 for the model without. 

Overall, the model with overfitting reduction techniques demonstrates superior performance across all 

metrics, including test loss, test accuracy, precision, recall, and F1-Score. These improvements highlight the 

effectiveness of overfitting reduction techniques in enhancing the model's ability to generalize, leading to more 

accurate and reliable predictions on unseen test data. 

The Fig. 6 displays the ROC (Receiver Operating Characteristic) curves and AUC (Area Under the Curve) 

values for two neural network models: one without overfitting reduction techniques and one with these 

techniques applied. The ROC curve for the model without overfitting reduction, depicted by the orange line, 

has an AUC value of 0.48. This indicates that the model performs poorly in distinguishing between positive 

and negative classes, almost equivalent to random guessing. Meanwhile, the ROC curve for the model with 

overfitting reduction, depicted by the blue line, has an AUC value of 0.50. Although slightly better, this value 

still indicates performance close to random guessing. 

 

 
Fig. 6. ROC curve and AUC for the model 

 

However, a deeper analysis using performance metrics from the Table 1 shows that the model with 

overfitting reduction has a lower test loss (0.280724 compared to 0.472449) and higher accuracy (88.61% 

compared to 86.81%). Additionally, this model also has higher precision (0.856490), recall (0.929748), and 

F1-Score (0.891617) compared to the model without overfitting reduction (precision 0.837568, recall 

0.915856, and F1-Score 0.874964). This indicates that despite the minimal improvement shown by the ROC 

curves and AUC values, overfitting reduction techniques are still effective in improving the overall 

performance of the model, particularly in identifying positive classes and reducing prediction errors. 

 

4. CONCLUSION 

This study successfully demonstrated that overfitting reduction techniques can significantly enhance the 

performance of neural network models for text classification. Using the IMDB movie review dataset from 

Kaggle, this research compared the performance of two LSTM models: one without overfitting reduction 

techniques and another with dropout and early stopping techniques applied. The results showed that the model 

with overfitting reduction techniques had lower test loss and higher test accuracy compared to the model 

without overfitting reduction. Specifically, the model using overfitting reduction techniques showed significant 

improvements in precision, recall, and F1-score metrics for both negative and positive review classifications. 

This indicates that the model is not only more accurate in predicting reviews but also more reliable in real-

world applications where the ability to generalize is crucial. These findings reinforce the importance of 

techniques such as regularization and dropout in machine learning model development, particularly in 

addressing overfitting issues. Applying these techniques helps create more robust models capable of handling 

data variability, resulting in better performance on unseen data. 
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