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 Complications from Myocardial Infarction (MI) represent a critical medical 

emergency caused by the blockage of blood flow to the heart muscle, 

primarily due to a blood clot in a coronary artery narrowed by atherosclerotic 

plaque. Diagnosing MI involves physical examination, electrocardiogram 

(ECG) evaluation, blood sample analysis for specific heart enzyme levels, 

and imaging techniques such as coronary angiography. Proactively predicting 

acute myocardial complications can mitigate adverse outcomes, and this 

study focuses on early prediction using classification methods. Machine 

learning algorithms such as Support Vector Machine (SVM), Random Forest, 

and XGBoost were employed to classify patient medical records accurately. 

Techniques like K-Nearest Neighbors (KNN) imputation, Iterative 

imputation, and Miss Forest were used to handle incomplete datasets, 

preserving vital information. Hyperparameter optimization, crucial for model 

performance, was performed using Bayesian Optimization, which minimizes 

the objective function by modeling past evaluations. The contribution to this 

study is to see how much influence data imputation has on classification using 

machine learning methods on missing data and to see how much influence 

the optimization method has when performing hyperparameter tuning. 

Results demonstrated that the Iterative Imputation method yielded excellent 

performance with SVM and XGBoost algorithms. SVM achieved 100% 

accuracy, precision, sensitivity, F1 score, and AUC. XGBoost reached 99.4% 

accuracy, 100% precision, 79.6% sensitivity, an F1 score of 88.7%, and an 

AUC of 0.898. KNN Imputation with SVM showed results similar to Iterative 

Imputation with SVM, while Random Forest exhibited poor classification 

outcomes due to data imbalance, causing overfitting. 
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1. INTRODUCTION  

Complications from Myocardial Infarction (MI) constitute a critical medical emergency precipitated by 

the obstruction of blood flow to the heart muscle [1]. This blockage occurs when coronary arteries, responsible 

for supplying blood to the heart, become suddenly blocked, primarily due to a blood clot within an artery 

narrowed by the accumulation of atherosclerotic plaque [2]. Consequently, the segment of the heart muscle 

deprived of adequate blood supply begins to experience cellular death due to the lack of oxygen and essential 

nutrients [3]. Classic symptoms of MI complications include intense chest discomfort, difficulty in breathing, 

nausea, and vomiting [4]. Diagnosis involves a comprehensive evaluation, including physical examination, 

electrocardiogram (ECG) assessment, blood sample analysis for specific heart enzymes, and often imaging 

techniques such as coronary angiography [5]. Prompt therapeutic interventions are crucial to mitigate 

irreversible cardiac injury and improve patient prognosis. These interventions may include thrombolytic agents 
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to dissolve the clot, coronary procedures like angioplasty or coronary artery bypass graft surgery, and long-

term therapeutic regimens to prevent recurrent MI incidents. Proactive anticipation of acute myocardial 

complications can significantly improve outcomes. Early prediction can be achieved using classification 

techniques, which involve organizing data into distinct classes based on identifiable characteristics. 

Classification is a vital tool across various domains, structuring information coherently and enabling thorough 

analysis. This can be executed manually or through automated means using computational algorithms, 

particularly for large and complex datasets [6]. 

One method of averting acute complications related to myocardial health is through the proactive 

anticipation of such occurrences. Anticipating these complications can be achieved by engaging in early 

predictive measures. Early prediction, as a fundamental approach, entails the application of classification 

techniques [7], [8]. Classification, a pivotal procedure, involves the systematic categorization of objects or data 

into distinct classes or groups based on identifiable characteristics or specific attributes. Across diverse 

domains, the practice of classification serves as a vital tool for the purpose of structuring information in a 

coherent manner, facilitating comprehension and enabling thorough analysis [9]. The process of classification 

can be executed through manual intervention by human operators or through automated means utilizing 

computational algorithms, particularly in scenarios involving voluminous datasets characterized by intricate 

complexities. Algorithms that are frequently utilized in the process of making predictions fall under the realm 

of Machine Learning, a subset of artificial intelligence that focuses on developing systems and algorithms that 

can learn and improve from experience without being explicitly programmed [10]. These algorithms are 

designed to analyze data, recognize patterns, and make intelligent decisions or predictions based on the 

information provided, thus enabling machines to perform tasks or make decisions that would typically require 

human intervention or intelligence. Machine Learning is a common set of algorithms frequently employed in 

the process of classification [11]. 

Machine Learning (ML), a subset of artificial intelligence, focuses on developing algorithms that enable 

computers to learn from data, recognize patterns, and make intelligent decisions. Unlike traditional 

programming methods, machine learning involves the training of computers through datasets, enabling them 

to identify patterns and autonomously reach decisions. The field of machine learning is in a state of continuous 

development, playing a vital role in addressing intricate challenges and enhancing productivity across different 

industries. Its significance is steadily increasing as it proves to be instrumental in tackling complex problems 

and streamlining operations in various sectors of the economy. Support Vector Machine [12], [13], Random 

Forest [7], [14], and Extreme Gradient Boosting (Xgboost) [15], [16] are frequently employed Machine 

Learning techniques for making classifications. 

Support Vector Machine (SVM), Random Forest, and XGBoost are machine learning algorithms utilized 

to ensure the accuracy of predictive outcomes derived from patient medical records for classification purposes. 

SVM functions as a supervised learning model that scrutinizes data for classification and regression analysis, 

recognized for its efficacy in high-dimensional spaces and robust performance in achieving clear margin 

separation [17], [18]. Random Forest, on the other hand, operates as an ensemble learning technique that 

generates multiple decision trees during training and outputs the mode of the classes for classification tasks, 

providing high accuracy and resistance against overfitting [14], [19]. XGBoost, also known as Extreme 

Gradient Boosting, stands as an optimized distributed gradient boosting library formulated for efficiency, 

flexibility, and portability, renowned for its superior speed and effectiveness in classification and regression 

tasks [20]. By employing the Gradient Boosted Decision Tree (GBDT) algorithm framework, XGBoost 

improves the handling of missing values and provides enhanced regularization techniques to avoid overfitting, 

making it very effective for extensive data analysis [21], [22]. 

In conjunction with selecting appropriate machine learning models, managing missing data and class 

imbalances pose significant challenges in building robust predictive models. Methods for data imputation like 

K-Nearest Neighbors (KNN) imputation [23], Iterative imputation [24], [25], and Miss Forest [26] are crucial 

in managing incomplete datasets to prevent the loss of important information from missing values. KNN 

impute operates by identifying the k-nearest neighbors to a missing value and replacing it based on the mean 

or mode of these neighbors [27]. Iterative impute, also referred to as Multiple Imputation by Chained Equations 

(MICE), conducts multiple rounds of imputations, taking into account the uncertainty of missing data by 

generating various imputed datasets [28]. Miss Forest, a non-parametric imputation approach, employs random 

forest algorithms to predict and substitute missing values based on observed data [29].  

Despite the progress made in ML and data imputation methodologies, effectively managing missing data 

continues to pose challenges. Prior research has often concentrated on individual imputation techniques or 

machine learning models without incorporating advanced strategies for hyperparameter optimization [18]. 
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Additionally, the comparative efficacy of these integrated approaches in forecasting complications related to 

myocardial infarction has not been thoroughly explored. Optimizing the hyperparameters of machine learning 

models is essential for enhancing their performance [30]. Bayesian Optimization has emerged as a widely 

utilized method for tuning machine learning hyperparameters, constructing a surrogate model based on past 

evaluation outcomes of the target to determine the value that minimizes the objective function [31]. Particularly 

advantageous for problems with costly (high duration), non-differentiable, or complex function evaluations, 

Bayesian optimization proves to be highly effective [32], [33]. 

This study seeks to compare the effectiveness of various machine learning algorithms, including SVM, 

Random Forest, and XGBoost, in predicting myocardial infarction complications while incorporating data 

imputation techniques (KNN impute, Iterative impute, and Miss Forest). Additionally, it aims to evaluate the 

impact of hyperparameter optimization using Bayesian Optimization on predictive accuracy. The integration 

of these advanced techniques is expected to enhance early detection and management of myocardial infarction 

complications, thus improving patient outcomes and addressing the gaps in existing literature on predictive 

approaches. The contribution to this study is to see how much influence data imputation has on classification 

using machine learning methods on missing data and to see how much influence the optimization method has 

when performing hyperparameter tuning. 

 

2. METHODS  

This research process requires evaluating the efficacy of three machine learning algorithms: Support 

Vector Machine (SVM), Random Forest (RF), and XGBoost, each utilizing three distinct data imputation 

methods, specifically K-Nearest Neighbors (KNN) imputation, Iterative imputation (MICE), and Miss Forest 

imputation. All the models undergo assessment with hyperparameter adjustment through Bayesian 

Optimization. This study is split into five successive stages, involving data collection using a dataset on MI 

complications, data partitioning using k-fold cross-validation, model training, and evaluation of assessment 

results. The research progression undertaken in this investigation is illustrated in Fig. 1.  

 

 
Fig. 1. Research Flowchart 

 

2.1. Data Collection 

The dataset analyzed in this research comprises 1700 instances containing 111 attributes related to the 

medical histories of patients. These attributes cover demographic details, medical background, results of 

diagnostic tests, and clinical observations during different phases of hospital stay, including admission, first 
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day, second day, and third day. Additionally, the dataset contains annotations for various potential 

complications of myocardial infarction (MI) like atrial fibrillation, supraventricular tachycardia, ventricular 

tachycardia, pulmonary edema, and others. The information is obtained from 

https://archive.ics.uci.edu/dataset/579/myocardial+infarction+complications. 

 

2.2. Iterative Imputation 

Iterative Imputation is a methodology utilized for managing missing data within datasets. It involves the 

gradual replacement of missing values through the application of predictive models. This process comprises 

multiple stages that are executed iteratively until the missing values are resolved and stabilized. The 

progression of the iterative imputation approach is structured as follows [34]:  

1. Start: Load the dataset containing missing values.  

2. Initialization: Substitute the missing values with preliminary estimations such as mean, median, or mode.  

3. Iterations:  

• For each specific feature 𝑖 with missing values:  

• Segment the data into target features (feature 𝑖) and predictor features (remaining features).  

• Develop a predictive model (e.g., regression, decision tree, etc.) to forecast the value of feature 𝑖.  
• Utilize the model for predicting and replacing the missing values in the features 𝑖.  

• Assess convergence:  

• Cease if the imputed values exhibit minimal alteration (convergence).  

• Otherwise, repeat this stage.  

4. End: Generate the dataset with the replaced missing values. 

 

2.3. MissForest Imputation 

MissForest imputation is an approach that employs the Random Forest algorithm as a non-parametric 

technique for addressing missing values within a dataset. This method leverages the capabilities of Random 

Forest in managing intricate and interconnected data to offer precise estimations for the missing values. 

Random Forest, functioning as an ensemble learning algorithm, merges forecasts from numerous decision trees 

to enhance precision and mitigate overfitting. MissForest harnesses the potential of Random Forest to anticipate 

missing values by considering the available dataset values [29]. 

Similar to iterative imputation, MissForest operates in an iterative manner. During each cycle, the 

Random Forest model is trained using other features in the dataset to predict the missing values. Through the 

utilization of MissForest imputation, more accurate estimations can be used to replace missing values in the 

dataset, thereby enabling a more dependable subsequent analysis and modeling process. The progression of the 

MissForest imputation approach is structured as follows [26]:  

1. Firstly, the identification of missing values involves determining their location and quantity within the 

dataset.  
2. Subsequently, missing values are filled with initial estimates (such as mean, median, or mode) to initiate 

the iterative process.  
3. The iterative process entails the segmentation of data into target features (specific feature with missing 

values) and predictor features (other features), followed by training a Random Forest model to forecast 

the value of the target feature based on the other features. The model is then employed to predict and fill 

the missing values in the target feature. The convergence is evaluated by assessing the magnitude of 

change in the imputed values; if minimal (indicating convergence), the process is halted, otherwise, it is 

repeated.  
4. Ultimately, the final imputed outcomes from the iteration are utilized to substitute the missing values in 

the dataset. 
 

2.4. KNN Imputation 

K-Nearest Neighbors (KNN) imputation is a technique employed to address the absence of data values 

within a dataset by leveraging the principles of KNN. This approach involves replacing the missing values with 

the average (or mode for categorical variables) of the closest neighbors in the feature space. KNN, a non-

parametric algorithm commonly utilized for both classification and regression tasks, is utilized in imputation 

to identify a set of 𝑘 neighboring data points that lack missing values in order to infer and substitute the missing 

values. In this process, KNN employs a distance metric (such as Euclidean, Manhattan, or Minkowski) to locate 
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the nearest neighbors of data points with missing values. Subsequently, the missing values are imputed with 

the average (for numerical data) or mode (for categorical data) of these identified nearest neighbors.  

Through the application of KNN imputation, the gaps in the dataset can be filled in a manner that 

leverages the localized similarities between data points, leading to more dependable estimates that align with 

the prevailing data patterns [23]. The equation of KNN imputation can be seen in (1). 

 𝑑𝑖,𝑗 =
∑ 𝑤𝑘𝛿𝑖,𝑗,𝑘

𝑝
𝑘=1

∑ 𝑤𝑘
𝑝
𝑘=1

 (1) 

This research employs KNN imputation utilizing distance weighting parameters, which have the 

capability to manage binary, categorical, ordered, continuous, and semi-continuous distance variables. The 

calculation of the distance between two values involves a weighted mean of the contribution of each variable, 

with the weights intended to reflect the significance of the respective variable. 

 

2.5. Support Vector Machine (SVM) 

A Support Vector Machine (SVM) is a machine learning technique employed to categorize a given set of 

training data along with associated labels. The optimal decision boundary is characterized by having the 

greatest distance and margin between the two data classes. SVM identifies the most suitable hyperplane for 

data segregation [18], [35]. 

Based on Fig. 2, to effectively divide the data into two distinct linear classes, SVM seeks out the ideal 

hyperplane by enhancing the separation or margin between the hyperplane and the nearest data points from 

each class [13], [36]. 

 

 
Fig. 2. SVM Model Generation [13] 

 

In this particular investigation, SVM utilized a "kernel" setting of Polynomial with a regulatory parameter 

denoted as "C" set to 1. The subsequent equation outlines the SVM classification as well as the parameters 

relevant to the polynomial function. The equation of SVM kernel can be seen in (2). 

 𝐾(𝑥𝑖 , 𝑥𝑗)  =  (𝑥𝑖 , 𝑥𝑗  +  𝑐)𝑑  (2) 

Here, the regulatory parameter is designated as c, while d signifies the polynomial degree, and K(xi, xj ) 

corresponds to the kernel function. 

 

2.6. Random Forest 

The Random Forest algorithm is based on the concept of decision-making driven by a sequence of 

decisions structured in a decision tree format. Several decision trees are developed within the Random Forest 

structure, with each tree producing its own predictive outcomes. Eventually, the predictive class that receives 

the highest number of votes is selected as the ultimate prediction. A deeper comprehension of the Random 

Forest's framework can be attained by analyzing its structure. The architecture of Random Forest can be seen 

in Fig. 3 [11], [37]. 

Two techniques, namely bagging and random subspace, can be utilized for the construction of a Random 

Forest model. The subsequent section will elaborate on the steps involved in developing a Random Forest 

model in the field [39], [40]: 

1. Utilizing the bootstrapping method to perform random resampling is a strategy that involves employing 

a sample size identical to that of the training data.  

2. The random subspace technique entails selecting K attributes from a set of M attributes, where K is a 

value less than M, typically corresponding to the square root of M.  

3. The development of a decision tree involves using bootstrap samples and previously selected attributes.  
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4. To attain the desired outcome, it is essential to repeat steps 1 to 3 multiple times in order to shape the tree 

accordingly. The quantity of trees within the Random Forest model is determined by assessing the out-

of-bag error rate (OOB). 

 

 
Fig. 3. Random Forest Model Architecture [38] 

 

2.7. Extreme Gradient Boosting (Xgboost) 

The XGBoost principle entails the development of an ensemble-based algorithm that amalgamates 

ensemble learning and decision trees [41]. When employing the XGBoost method, the concept of ensemble 

learning plays a crucial role in influencing the training process for the subsequent generation of trees. This 

influence is manifested in the addition of the residual outcome from the previous training process as a new 

threshold for the creation of a new tree. Such a process serves to diminish the likelihood of overfitting that may 

arise from the generation of new trees. Upon reaching the maximum number of iterations, the final output value 

is designated as the ultimate result. The architecture of XGBoost is visually depicted in Fig. 4, showcasing its 

underlying structure and components [42], [43]. 

 

 
Fig. 4. Extreme Gradient Boosting Model Architecture [44] 

 

A XGBoost model can be created through the process of forming trees and executing an ensemble 

learning method. The steps involved in developing a XGBoost model include the following [38], [44]: 

1. The initialization phase begins by making a prediction for the 0-th tree, which is set to be equal to 0. This 

initial prediction sets the foundation for the subsequent steps in the model development process. 
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2. Next, the Splitting Mode is determined by the algorithm, which involves the calculation and traversal of 

all leaf node gain values until the maximum gain score relative to the root node is obtained. This step is 

crucial for identifying the optimal splitting points within the tree structure. 

3. Following the determination of the Splitting Mode, the current binary leaf node set is established by 

continuing the calculation process until the gain score becomes negative or another stopping condition is 

met. This iterative process helps in refining the structure of the tree for better predictive accuracy. 

4. Subsequently, the predicted value of the entire leaf node is calculated based on the information gathered 

from the previous steps. This predicted value serves as the basis for making decisions on how to further 

optimize the model for better performance. 

5. A new tree is then established using the latest prediction result as the threshold, with the condition that 

the value is greater than the threshold. This process is repeated iteratively until the maximum number of 

trees specified for the model is reached, ensuring a comprehensive ensemble of trees is created. 

6. Finally, the ultimate result of the XGBoost model is determined by calculating the output values of the 

latest node in the ensemble. This final step brings together the individual predictions of each tree to 

generate a collective output that represents the overall predictive power of the model. 

 

2.8. Bayesian Optimization 

Bayesian Optimization is a method for optimizing objective functions that are unknown and costly to 

evaluate, based on a probabilistic model. This technique is particularly valuable for tackling optimization 

challenges where direct assessment of the objective function is time-consuming or expensive, such as 

hyperparameter tuning in machine learning. 

Bayesian Optimization involves several key steps [45]:  

1. Prior Model: A probabilistic prior model, typically a Gaussian Process (GP), is established to represent 

the objective function. The GP is favored for its adaptability in capturing intricate functions and its ability 

to offer predictive uncertainty.  

2. Observation Data: Begin with a small set of initial observation data, including appropriate inputs and 

outputs. The objective function is assessed at randomly chosen starting points or based on prior 

knowledge.  

3. Construct Surrogate Model: Develop a surrogate model using the available observational data. This model 

aims to mimic the true objective function and provides a probabilistic approximation of the output.  

4. Acquisition Function: Define an acquisition function that utilizes the surrogate model to identify the next 

point for evaluation. The acquisition function is crafted to balance exploration (exploring less-known 

regions) and exploitation (exploring areas expected to yield optimal outcomes). 

5. Acquisition Function Optimisation: optimizing the acquisition function to determine the next input point 

for evaluation.  

6. Evaluation and Update: Assessing the objective function at the new input point, updating the observation 

dataset with the new data.  

7. Iteration: Iterating through the process from model construction to evaluation and update until a 

predefined stopping criterion is met, such as a maximum number of iterations or convergence. 

 

2.9. Performance Metrics 

In machine learning, the assessment of the combined model's classification performance is typically 

achieved by employing confusion matrices. These matrices offer a more effective means of displaying 

outcomes in classification problems, offering insights into both actual and predicted classification results.  

Terms such as False Negative (FN), False Positive (FP), True Negative (TN), and True Positive (TP) are 

commonly utilized within the context of confusion matrices. True Positive (TP)is the test predicts "positive," 

and the result is actually positive. True Negative (TN) is the test predicts "negative," and the result is actually 

negative. False Positive (FP) is the test predicts "positive," but the result is actually negative. False Negative 

(FN) is the test predicts "negative," but the result is actually positive [46]. The terms are defined in Table 1. 

 

Table 1. Confusion Matrix [47] 

Actual Class 
Predicted Class 

True False 

True True Positive (TP) False Negative (FN) 

False False Positive (FP) True Negative (TN) 
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The evaluation matrix under consideration incorporates these confusion matrix parameters to assess each 

parameter's performance [48]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 (3) 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

 
𝐹1 =

2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙
 (6) 

Utilizing a mathematical formula that combines the curves, the Area Under the Curve (AUC) may be 

construed as the likelihood that the classification model will accurately differentiate between positive and 

negative instances. The method of categorization suggests that if chosen randomly, positive instances will yield 

higher rankings than negative ones. Consequently, an increased AUC signifies an enhanced capability of the 

classification model in effectively distinguishing between positive and negative categories. The primary 

objective in crafting an efficient classification model is to maximize the AUC value[49]. 

The AUC metric spans from 0 to 1, where a higher AUC denotes superior model performance. AUC can 

be modeled mathematically in (7). 

 𝐴𝑈𝐶 =
(

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

) 𝑥 (
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
)

2
 (7) 

Moreover, the AUC value's interpretation reflects the model's competence in distinguishing between 

positive and negative categories. Furthermore, AUC serves as a valuable instrument for model selection and 

comparison, enabling practitioners to assess the relative efficacy of different classifiers. The classification 

quality assessment based on the AUC value is illustrated in Table 2 [50]. 

 

Table 2. Categories of results from classification based on AUC values[50] 
AUC Values Category 

0.90 – 1.00 Excellent 

0.80 – 0.90 Good 

0.70 – 0.80 Fair 

0.60 – 0.70 Poor 

0.50 – 0.60 Failure 

 

3. RESULTS AND DISCUSSION  

The results section provides a detailed analysis of the performance of the SVM, Random Forest, and 

XGBoost classification algorithms, each coupled with different data imputation methods (KNN, Iterative, and 

MissForest) and hyperparameter optimization via Bayesian Optimization. The metrics used for evaluation 

include accuracy, precision, sensitivity, F1-score, and AUC of the ROC curve. The analysis is conducted using 

k-fold cross-validation with k-values of 2 and 3. The evaluation aims to compare the performance of machine 

learning algorithms and gauge the impact of data imputation. In this study, k-fold cross validation is employed 

for splitting the data due to imbalanced data classes [51]. 

 

3.1. Testing Results with K-Fold value 2 

This part presents the empirical results derived from the machine learning classification model utilizing 

a k-fold value of 2. Based on Table 1, evaluation of the machine learning classification model using a k-fold 

value of 2 indicates a high level of accuracy. The model's accuracy rate of 97.1% demonstrates its capability 

in effectively categorizing the data. Nonetheless, the outcomes of additional performance metrics reveal a 

subpar level of performance. Within the SVM method utilizing iterative imputation, the AUC result reached 

its peak at 0.589. Subsequently, a further test will be carried out employing a k-fold value of 3. A comparison 

of performance metrics for all strategies utilized is presented in Fig. 5. 
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Table 3. Classification Result using K-Fold value 2 

Model Imputation Method 
Peformance Metrics 

AUC F1 Accuracy Sensitivity Precision 

SVM 

Iterative 0.589 0.25 0.965 0.188 0.375 

MissForest 0.500 0.00 0.969 0.000 nan 

KNN 0.530 0.111 0.969 0.062 0.500 

Random Forest 

Iterative 0.500 0.00 0.969 0.000 nan 

MissForest 0.500 0.00 0.969 0.000 nan 

KNN 0.500 0.00 0.969 0.000 nan 

Xgboost 

Iterative 0.500 0.00 0.969 0.000 nan 

MissForest 0.531 0.118 0.971 0.062 1,000 

KNN 0.531 0.118 0.971 0.062 1,000 

 

 
Fig. 5. Comparison of Machine Learning Methods using K-Fold Value 2 

 

3.2. Testing Results with K-Fold value 3 

This part presents the empirical results derived from the machine learning classification model utilizing 

a k-fold value of 3. Based on Table 4, the results significantly improved with a k-fold value of 3, particularly 

for the SVM and XGBoost models. This improvement highlights the importance of choosing an appropriate 

value for k in cross-validation to obtain a more reliable performance assessment. Within the SVM approach, 

all performance metrics demonstrated optimal outcomes when employing Iterative and KNN imputation 

techniques. The Xgboost method also exhibited favorable results, achieving a maximum accuracy of 99.4% 

and an AUC of 0.898, placing it within the good range. The Random Forest algorithm consistently performed 

poorly, with an AUC of 0.5 across different imputation methods and k-values. This suggests that Random 

Forest may not be suitable for this particular task, or it might require further tuning or preprocessing 

adjustments. Iterative and KNN imputation methods yielded superior results compared to MissForest, 

especially when paired with the SVM and XGBoost algorithms. This indicates that these imputation methods 

may be better suited for this specific dataset. A comparison of performance metrics for all strategies utilized is 

presented in Fig. 6. 

 

Table 4. Classification Result using K-Fold value 3 

Model Imputation Method 
Peformance Metrics 

AUC F1 Accuracy Sensitivity Precision 

SVM 

Iterative 1.000 1.000 1.000 1.000 1.000 

MissForest 0.712 0.568 0.979 0.426 0.852 

KNN 1.000 1.000 1.000 1.000 1.000 

Random Forest 

Iterative 0.500 0.000 0.968 0.000 nan 

MissForest 0.500 0.000 0.968 0.000 nan 

KNN 0.500 0.000 0.968 0.000 nan 

Xgboost 

Iterative 0.898 0.887 0.994 0.796 1.000 

MissForest 0.750 0.667 0.984 0.500 1.000 

KNN 0.722 0.615 0.982 0.444 1.000 
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Fig. 6. Comparison of Machine Learning Methods using K-Fold Value 3 

 

3.3. Discussion 

The assessment findings indicate that the utilization of imputation techniques proved to be effective in 

yielding satisfactory outcomes for the SVM and Xgboost algorithms. In the SVM algorithm, exemplary results 

were achieved in terms of accuracy, precision, sensitivity, and F1 scores of 100%, along with an AUC of 1.00, 

when employing the iterative and knn imputation techniques with a k-fold of 3. These outcomes demonstrated 

an enhancement compared to a k-fold of 2. Conversely, in the Xgboost algorithm, optimal outcomes were 

observed with the iterative imputation technique, showcasing an accuracy of 99.4%, precision of 100%, 

sensitivity of 79.6%, F1 score of 88.7%, and an AUC of 0.898. The results suggest that Xgboost can yield 

favorable outcomes when utilizing a k-fold value of 3, overcoming overfitting issues associated with 

imbalanced data. Nevertheless, the outcomes for Random Forest were found to be unsatisfactory, as indicated 

by an AUC value of 0.5, signifying its failure in addressing overfitting concerns within the dataset. 

Upon comparing the various methodologies applied, it is evident that the Iterative Imputation Method 

stands out as the most effective approach for handling missing data concerns. Conversely, Random Forest 

exhibited subpar results due to its AUC value of 0.5, despite achieving high accuracy levels. These results 

imply that the prevalence of the majority class significantly influences the high accuracy rates through correct 

classification. The perfect scores (100%) observed in the SVM with iterative and KNN imputation for k=3 

might indicate overfitting. It would be beneficial to investigate this further by using additional evaluation 

metrics or validation techniques. Moving forward, additional research is warranted to explore the 

implementation of data balancing techniques, intended to equalize the representation of minority class data 

with that of the majority class. Implement techniques such as SMOTE (Synthetic Minority Over-sampling 

Technique) [51] or ADASYN (Adaptive Synthetic Sampling) [52], [53] to balance the dataset before training 

the models. This can help improve the model's performance on minority classes and provide a more accurate 

evaluation of its efficacy. While Bayesian Optimization was used for hyperparameter tuning, further 

exploration with other optimization techniques such as Grid Search [54] or Random Searchz [55] might 

uncover better hyperparameter configurations. 

 

4. CONCLUSION 

According to the findings presented earlier, the Iterative Imputation technique demonstrates superior 

performance in SVM and Xgboost algorithms for classification tasks. SVM achieves perfect accuracy, 

precision, sensitivity, F1 test score of 100%, and AUC of 1.00. XGBoost accomplishes 99.4% accuracy, 100% 

precision, 79.6% sensitivity, F1 score of 88.7%, and AUC of 0.898. Similarly, KNN Imputation in SVM yields 
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identical outcomes to Iterative Imputation in SVM. However, poor classification results are observed with 

Random Forest due to data class imbalance leading to overfitting. 

In forthcoming studies, it is imperative to incorporate class balancing techniques like SMOTE and 

ADASYN in order to enhance the efficacy of the Random Forest algorithm and to support imputation 

approaches such as MissForest and KNN Imputation. The utilization of class balancing methods is anticipated 

to address the issue of overfitting during the classification process. While Bayesian Optimization was used for 

hyperparameter tuning, further exploration with other optimization techniques such as Grid Search or Random 

Search might uncover better hyperparameter configurations. 
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