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1. INTRODUCTION  

The role of the internet and technology in society, especially with the increasing amount of news 

circulating and easily obtained in seconds. In addition, technology has made the dissemination of news more 

effective by providing various channels such as social media and blogs and sites where people can read the 

latest news whenever they want. These news sites can now be easily distributed through chat groups and social 

media. This allows them to stay up to date with the latest news and provides an opportunity to discuss hot 

topics quickly [1]. 

However, despite having several advantages such as speed and ease of access, it also brings its own 

challenges, especially in terms of verifying information. Unverified information can spread widely in a short 

time, causing disinformation that has an impact on public opinion and social stability [2]. People often accept 

and spread information without verifying it, which can cause social unrest and conflict. With more and more 

information being disseminated through the internet and social media, the need for accurate and targeted 
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 In the era of technology and information exchange online content being 

deceitful poses a serious threat to public trust and social harmony on a global 

scale. Detective mechanisms to identify content are essential for safeguard 

the populace effectively. This study is dedicated to creating a machine 

learning system that can automatically spot deceptive content in Indonesian 
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in relation to other approaches used in past research for identifying fake news 
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imbalanced data between valid labels in fake news detection tasks we 
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demonstrated performance by achieving an accuracy rate of 98% outperform 

the original datasets 92% when tested on the oversampled dataset. Utilizing 

the SMOTE oversampling technique aided in data balance and enhancing the 

models performance. These outcomes highlight IndoBERTs capabilities in 

detecting fake news and pave the way for its potential integration, into real 

world scenarios. 
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information is increasing. Alternatively, a reliable automatic detection system is becoming increasingly urgent. 

Detecting fake news and misinformation is a key solution to combating the spread of misinformation [3]. 

Hoax detection systems are designed to identify inaccurate or misleading information and flag it before 

it spreads further. They use a variety of methods, including natural language analysis, fact-checking, and 

algorithmic modeling, to assess the credibility of information [4]. The importance of this detection system lies 

in its ability to protect the public from the negative impacts of fake news, including a decline in public trust, 

negative impacts on mental health, and disruption to social stability. An effective detection system allows the 

public to more easily identify and avoid fake news, ensuring that the integrity of the information is maintained 

and decisions are made based on correct information. This also helps build a healthier and more sustainable 

information ecosystem [5]. 

Various efforts have been made to tackle the spread of fake news. The government, including the 

President, has emphasized how important it is to stop the spread of fake news, especially on social media, and 

reject untrue information. On the technical side, researchers have developed various tools and models to 

automatically detect inaccurate news [6]. 

Research on hoax detection has been conducted using the Long Short Term Memory (LSTM) model and 

the CheckThat!2021 task3a dataset. LSTM was chosen because it can handle continuous text and long-term 

relationships in messages. This step includes data processing (word abbreviations, stop words, spelling, 

punctuation) and text cleaning and word embedding using Word2Vec. The model was trained using 

TensorFlow 2.2.0 with hyperparameters such as LSTM size 128, attrition rate 0.25, batch size 32, and 30 

epochs. As a result, the model achieved 98% accuracy on the training data and 55% accuracy on the validation 

data [1]. 

The next research proposes the use of the Naive Bayes model to detect fake news from a dataset consisting 

of 250 hoax and valid news articles in Indonesia. The data was divided into three ratios: 70:30, 80:20, and 

60:40. At the 80:20 ratio, the accuracy reached 76%. Dataset development included web crawling, item 

identification, HTML removal, case folding, tokenization, stopword removal, and mutual information. The 

best results were achieved with a 70:30 ratio and an accuracy of 78.6%. The hoax precision rate was 67.1%, 

validity was 91.6%, hoax recall rate was 89.4%, and validity was 71.4%. This dataset is available on Mendeley 

OpenDataset under the name “Indonesian Hoax News Detection Dataset” [7]. 

The next study that will be discussed aims to overcome the shortcomings of previous models that use 

English datasets by adopting the Indonesian dataset, namely the "Indonesian Hoax News Detection Dataset" 

by Faisal et al. The models tested included LSTM, Bi-LSTM, GRU, Bi-GRU, and 1D-CNN, with 1D-CNN 

having the best accuracy of 97.9%. Key findings include the effectiveness of 1D-CNN with batch normalization 

as a feature extractor for NLP. Dropout techniques are useful for unidirectional recurrent neural networks and 

bidirectional neural networks, but are less suitable for GRUs because they can introduce NaNs. One-

dimensional GRUs show better performance and efficiency than one-dimensional LSTMs, and neural networks 

outperform traditional classifiers in natural language processing [8]. 

Further research is to apply multilayer perceptron (MLP) to binary text classification in detecting fake 

news by comparing two feature extraction methods: TF-IDF and Bag of Words. In addition, an N-gram model 

is applied to improve accuracy. As a result, the model achieves a macro F1 score of 0.82. The study found that 

preprocessing steps such as stemming and stopword removal had minimal, and in some cases, negligible, 

impact on model performance. Using a combination of bag of words, character bigrams, and max_iter = 300, 

the model achieved a precision of 0.84 and a recall of 0.73 for fake news. Even with a max_iter of only 3, the 

model was able to achieve a macro F1 of 0.8, speeding up the process without significantly reducing accuracy 

[9]. The study further proposes a new approach called FakeBERT. It leverages BERT as a deep learning model 

due to its ability to capture semantic information and long-range relationships in text bidirectionally. 

FakeBERT combines BERT with a single-layer parallel CNN block with different kernel and filter sizes to 

improve feature extraction. The model uses parallel 1D CNN, pooling layers to reduce dimensionality, and a 

combination of dense and dropout layers to prevent overfitting. As a result, FakeBERT achieved 98.90% 

accuracy, outperforming previous models using one-way word embedding and 1D-CNN [10]. 

Further research also proposes an automated model for detecting fake news in resource-limited languages, 

such as Bengali, using a combination of CNN and LSTM with pre-trained GloVe word embeddings, Ta. CNN 

is used for feature extraction and LSTM processes long data sequences. The model is equipped with dropout 

layers and batch normalization to prevent overfitting. The results show an accuracy of 98.94% on the 

BanFakeNews and English Fake News datasets, surpassing the accuracy of the previous model combining 

CNN and GRU, which was 98.71% [11]. 

Further research aims to improve the ability to detect fake news by comparing the detection accuracy 

based on text features using the Logistic Regression (LR) and Support Vector Machine (SVM) algorithms. In 
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this study, both the LR and SVM algorithms were performed on fake news samples consisting of 311 datasets 

using a G-power of 80 and an alpha value of 0.05. The LR algorithm was used to evaluate its ability to detect 

fake news accurately, and the SVM algorithm was used for comparison. Based on the analysis results, the 

accuracy of detecting fake news with the LR algorithm reached 95.12%, and the accuracy of the SVM 

algorithm reached 91.68%. A statistically significant difference was found between the two sample groups, 

with a significance value of 0.079 for precision and 0.125 for precision. These results indicate that the LR 

algorithm is effective in identifying fake news compared to the SVM algorithm [12]. 

Another study proposed an innovative point-based fake news detection framework that automates the 

process of identifying fake news from multiple news sources. This framework aims to address the challenges 

of ensuring the authenticity of messages published on social media platforms. The first method uses the TF-

IDF (Term Frequency – Inverted Document Frequency) technique to extract text-based features from news 

articles that are considered authentic and fake. Next, the credibility score of the news source is calculated based 

on the site_url and top-level domain (TLD) features. This framework can estimate the credibility level of news 

by combining text-based features and credibility scores of multiple sources. The proposed framework is applied 

to various machine learning (ML) classifiers to test its performance in detecting fake news. Experimental 

results show that the framework using the gradient boosting algorithm achieves the highest efficiency of about 

99.5% [13]. 

This future research proposes an innovative method to classify proactive personality data in predicting 

fake and real news on social media, using a dataset of 25,000 entities with five attributes. Decision Tree (DT) 

and Random Forest (RF) algorithms were applied, with DT achieving 96% accuracy and RF 93%. With a 

significance value of (P<0.05), DT proved superior in accuracy and precision to RF. The dataset was treated 

with entropy method, feature addition, punctuation and stop words removal, and Z-score standardization. The 

evaluation results show that DT is more effective in identifying fake and real news than RF [14]. 

Further research investigates the challenges of managing imbalanced datasets in real-world applications, 

such as noise, overlapping classes, and small data fractions that affect classification accuracy. This study 

provides a comparative analysis of SMOTE variants with the aim of improving data complexity handling. In 

this study, by conducting experiments on 24 imbalanced datasets, we observe and observe the changes in 

complexity measures produced by different SMOTE variants, both in terms of F1 score and data complexity 

metrics. The experimental results yield two main conclusions. SMOTE can improve the classification 

performance of machine learning models on imbalanced datasets and reduce the complexity of the dataset. 

Second, the negative correlation indicates that reducing data complexity is associated with improving 

classification performance as measured by F1 score. In this case, reducing the data complexity metric N1 has 

a positive impact on classification performance [15]. 

Data balancing techniques such as class weighting, random sampling, smote, smotenn are based on fake 

news detection models such as Xgboost, Random Forest, CNN, Bigru, Bilstm, CNN-LSTM, CNN-Bigru. 

Evaluation is based on precision, AUC, precision, recall, and F1 scores in a balanced and unbalanced dataset. 

The results show that Smoteenn significantly improves the performance of the model in terms of F1 scores, 

precision, and acquisition. This study highlights the need for more advanced data balance strategies and the 

development of fake news detection models that are more accurate using oversampling techniques such as 

Smote, especially for Indonesia and data from a trusted news site [16]. 

Data imbalance is a common problem in text classification, especially when the number of one class (in 

this case fake news) is much smaller than other classes (real news). This imbalance can make the machine 

learning model biased to the majority class, causing poor detection performance for minority classes. To 

overcome this problem, use the oversampling technique to balance class distribution by adding synthetic copies 

or variants of a small number of data [15]. 

Further's research is contributing to running the Indobert model compared to the previous research 

modeling approach that can detect fake news, such as CNN-LSTM, Logistics Regression, Classification of 

Gradient Increased, Decision Trees, Random Forests, and Naive Bayes Evaluation. And technical applications 

propose oversampling to overcome data treatment. Smote technique (synthetic minority oversampling 

technique) was chosen because of its ability to produce synthetic examples of minority class, which helps 

improve the performance of the model in detecting fake news. Smote makes a new sample based on the 

interpolation between the existing minority class samples [17]. This technique not only increases the amount 

of minority data, but also avoids the overfitting problem that often occurs when simply copying existing 

examples [18]. By adding diversity in the minority data, SMOTE helps the model to better capture relevant 

patterns and improve fake news detection capabilities [19]. The dataset used in this study is taken from the 

Indonesian Hoax News Detection Dataset source published on Mendeley by Faisal Rahutomo et al. Thus, this 
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research not only contributes in terms of fake news detection methods but also offers a practical solution to 

overcome the challenge of data imbalance in the context of Indonesian language. 

 

2. METHODS   

This research methodology includes several things including dataset collection and data preparation, 

including cleaning and text vectorization. Then we use several deep learning models namely IndoBERT Large, 

IndoBERT Base, and CNN-LSTM, as well as machine learning methods such as Linear Regression, Decision 

Tree, Naive Bayes, Random Forest, and Gradient Boosting Classifier. After training these models, we analyzed 

their performance with various metrics. This research also analyzes the results using datasets with SMOTE 

oversampling technique and without oversampling. Full details about the methodology and dataset can be seen 

in Fig. 1. 

 

 
Fig. 1. Percentage of datasets 

 

2.1. Dataset 

In this study we conducted research using a dataset from previous researchers [7] which can be accessed 

at Mendeley Opendataset with a total of 600 data. The data consists of 372 validly labeled data and 228 

invalidly labeled data with a total of 10 news topics and 12 news keywords. The dataset will be divided into 

train : test : val with a ratio of 80 : 10 : 10. The news titles include “Catfish contains cancer cells”, “Needle-

pricked finger helps stroke patient”, “Iphone 6 bends easily”, “Reog Ponorogo burned in the Philippines”, “212 

protesters can't enter Istiqlal mosque”, “Toothbrush made of pig hair”, and many more. The dataset comes from 

several news sites in Indonesia whose authenticity has been verified by experts and experts to certify that the 

news is valid, these news sites include teknoliputan6.com, tribunnews.com, madiunpos.com and 

tekno.kompas.com. The number of datasets can be seen in Fig. 2. 

 

 
Fig. 2. Percentage of datasets 

 

On the dataset used there is uniqueness, namely unbalanced data. Therefore, special techniques are needed 

to balance it. For this reason, we apply oversampling techniques using Synthetic Minority Oversampling 

(Smote) techniques. Previous research shows that this technique helps the in -depth learning model achieve 

higher accuracy in unbalanced data sets [20]. SMOTE works by producing new synthetic samples from 

minority classes, not only by duplicating existing samples, but also by interpolating between samples in the 
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minority class. In this way, Smote expands the minority class features space, allowing learning models from 

class patterns that are more diverse and rich [21]. By increasing the number of samples in the minority class, 

Smote ensures that the model has more data to be studied, so as to produce better prediction accuracy, especially 

for minority classes. In addition, Smote also helps prevent overfitting due to data reflection by giving more 

variations in minority classes and making the model not too dependent on the dominant pattern of the majority 

class [22]. 

The number of datasets can be seen in the following diagram. After applying the oversampling technique 

using SMOTE, the amount of data on each label becomes balanced. Previously, the dataset consisted of 372 

data labeled as valid and 228 data labeled as hoax. After the SMOTE process, the amount of data for both 

labels becomes the same, which is 372 data for each label. An illustration of the number of datasets after the 

SMOTE process can be seen in Fig. 3. 

 

 
Fig. 3. The amount of data that has been oversampled 

 

2.2. Preprocessing 

In this study, the data used will be processed using several major techniques to ensure that the data is 

clean and ready to use. First, punctuation is removed to eliminate foreign elements that can interfere with 

analysis. This step is important to ensure that the model is not influenced by foreign symbols [23]. Second, the 

text is converted into lowercase letters to reduce capitalization differences that are not contextual, and the same 

words with different capitalization can be considered equal in the model [24]. The stemming and lemmatization 

technique is then applied to restore the word to its basic form, reducing unnecessary word variations and allows 

the model to more easily recognize patterns in data [25]. The removal of stop word is also carried out to reduce 

noise in the data by eliminating words that often arise but have no significance in the context of analysis [26]. 

The text normalization process is applied to maintain the consistency of the format, allowing the model to 

better understand and analyze data. In addition, improvisation of Indonesian grammar and morphology is also 

carried out, including Tokenisasi according to existing rules [27]. These comprehensive steps ensure that the 

data used to train and evaluate the model is clean, consistent, and representative, thereby improving the 

performance of the model in understanding and processing the community. 

 

2.3. Text Vectorization 

In this research, text vectorization is performed using various techniques to convert text data into a format 

that can be used by machine learning and deep learning models. One of the techniques used is TF-IDF (Term 

Frequency-Inverse Document Frequency), which is applied in traditional machine learning models. TF-IDF 

works by calculating the frequency of occurrence of each word in a given document (TF) and multiplying that 

value by the inverse logarithm of the frequency of documents containing that word in the entire data set (IDF) 

[28]. This means that a word that frequently appears in a particular document but rarely appears in the entire 

data set will have a higher weight, making it more significant in the analysis. In addition, the One Hot Encoding 

technique is used for the CNN-LSTM model. This technique converts text data into a binary vector where each 

word is represented by a value of 0 or 1. For example, if there are 10 unique words in the text, then each word 

will be represented by a vector of length 10 where one position is 1 and the rest are 0, depending on the position 

of the word in the pre-built dictionary [29]. One Hot Encoding allows deep learning models, such as CNN-

LSTM, to process text data in a format that is easier to process and understand during the training process [30]. 

Meanwhile, for transformer-based models such as IndoBERT, text data is directly used without the need for 

vectorization processes such as TF-IDF or One Hot Encoding [31]. This is because IndoBERT has been pre-
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trained with the Indonesian language corpus, allowing this model to better handle text representations using 

already optimized embeddings. The IndoBERT Base and IndoBERT Large models, used in this research, 

utilize the BERT architecture to capture the relationship between words in a sentence, thus being able to 

understand the context more deeply [32]. The various text vectorization techniques used, such as TF-IDF and 

One Hot Encoding, have proven to be very useful in training fake news detection models. The use of proper 

vectorization can improve the model's performance in identifying patterns in text, which in turn has a positive 

impact on prediction accuracy. By combining these approaches, this research seeks to obtain optimal results in 

detecting hoax news in Indonesian online media [33], [34]. 

 

2.4. Model Aprroach 

In addition, we also adopt the latest BERT-based model, IndoBERT, in two variants: IndoBERT Base 

and IndoBERT Large, which have been pre-trained using Indonesian language corpus. IndoBERT is a 

transformer architecture-based language model designed to efficiently handle various natural language 

processing (NLP) tasks [35]. BERT (Bidirectional Encoder Representations from Transformers) is a language 

model designed to understand the context of a word by considering both directions, both from left to right and 

vice versa. The model is built on the transformer architecture [36], which is a framework that enables parallel 

and efficient processing for NLP tasks [37]. The transformer works by using a self-attention mechanism, which 

allows the model to dynamically weigh the importance of each word in the context of the sentence. By using 

BERT, the model can capture the meaning of words in a broader context, which is crucial in tasks such as text 

classification, named entity recognition, and more [36]. Illustration of Bert architecture shown in Fig. 4. 

 

 
Fig. 4. Illustration of Bert architecture 

 

IndoBERT was trained monolingually, meaning that this model was only trained using data from the 

Indonesian language. This training is done using the Huggingface framework, with settings similar to the 

original version of BERT designed for English. The model comes in two variants, namely IndoBERT Base and 

IndoBERT Large, which differ in size and complexity [35]. IndoBERT has been evaluated using the 

INDOLEM dataset, which is the largest and most comprehensive dataset for natural language processing tasks 

in Indonesian. The evaluation covers various important tasks such as part-of-speech tagging (POS tagging), 

named entity recognition (NER), sentiment analysis, text summarization, and more [38]. The evaluation results 

show that IndoBERT provides excellent performance and often outperforms other existing model [39]. Using 

IndoBERT, we were able to test how good the model is at detecting hoax news in Indonesian online media. 

This approach allows us to conduct an in-depth analysis and compare IndoBERT's performance with other 

models to determine which one is most effective in this task [40], [41]. 

 

2.5. Hyperparameter 

In this study, we conducted experiments on Google Colab, utilizing the available GPU to speed up the 

model training process. The GPU used has a capacity of about 16GB, which is the standard GPU on the 

premium version of Google Colab. In addition, we also use 12GB of RAM, which is sufficient enough to run 

various machine learning and deep learning models on our dataset [42].For the IndoBERT-based model, we 

ran several experiments with different number of epochs. Given the complexity and size of the IndoBERT 

model, we chose to train for 5 to 10 epochs. This number of epochs was chosen based on the balance between 

the available computation time and the need to achieve model convergence. IndoBERT Base and IndoBERT 

Large each require more memory and computation time, so determining this number of epochs is important to 

avoid overfitting while still ensuring the model has learned the patterns from the data optimally [43]. In each 

epoch, the model updates the weights based on the trained data. By using available GPUs, the computation 

time for each epoch can be accelerated, allowing these experiments to be completed in a reasonable amount of 
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time despite using a model with high complexity such as IndoBERT [44]. In addition, we also tune other 

hyperparameters such as learning rate, batch size, and optimizer used [45]. For the IndoBERT model, we use 

the AdamW optimizer with a learning rate that is set incrementally using a learning rate scheduler. The use of 

this learning rate scheduler helps the model to adjust the learning rate during the training process, so that it can 

achieve its best performance [46]. In training the CNN-LSTM model and the traditional machine learning 

model, we also perform tuning on hyperparameters such as the number of neuron units, layers, and the type of 

activation function used. Each experiment conducted at Google Colab with this configuration has been 

customized to make optimal use of available resources and produce models that can perform hoax news 

detection with high accuracy [47]. 

 

2.6. Evaluation Models 

In this study, we use several evaluation metrics to measure the performance of the proposed model, 

namely recall, precision, f1-score, accuracy, and confusion matrix. These metrics help us understand how well 

the model classifies the data, especially in detecting hoax news. Recall measures how well the model detects 

all true positive cases from all positive data. Simply put, recall shows how sensitive the model is to positive 

data [48]. Precision measures how accurate the model is in predicting positive data. It shows how many of the 

positive predictions are actually positive according to the ground truth [49]. F1-Score is a combined metric that 

calculates the harmonic mean of recall and precision. This metric is very useful when we want to balance 

between precision and recall, especially in situations where both are equally important [50]. Accuracy is the 

most commonly used metric to measure how often a model makes correct predictions (both positive and 

negative) out of all predictions made. It provides an overview of the model's performance [51]. Confusion 

Matrix is a table that provides a detailed overview of the model's performance. It shows the number of correct 

and incorrect predictions made by the model, divided into four categories: True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN) [52]. The formulas used to calculate these metrics are as 

follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2𝑥 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 / 𝑅𝑒𝑐𝑎𝑙𝑙
 

These metrics were chosen because each provides a different perspective on the model's performance, so 

by looking at all of them, we can get a more comprehensive picture of how well the model can predict hoax 

news. By understanding the strengths and weaknesses of the model through these metrics, we can be more 

effective in improving the model's performance in the future. 

 

3. RESULTS AND DISCUSSION  

3.1. Model Training 

At this stage, various modeling approaches have been applied to improve the accuracy of fake news 

classification, with IndoBERT used as the main baseline. IndoBERT was chosen for its ability to deeply 

understand the context of Indonesian, especially in handling complex linguistic nuances. Trained using Masked 

Language Modeling (MLM) techniques on an Indonesian corpus, IndoBERT is able to capture rich and specific 

semantic context, making it highly effective for fake news detection in this language. Although it requires high 

computational resources, its advantage in improving classification accuracy on Indonesian datasets is 

significant [53]. CNN-LSTM architecture is applied to combine convolutional and sequential models, where 

CNN extracts high-level features from text and LSTM understands long-term relationships between words.  

This architecture is ideal for sequential data as it is able to capture local patterns and temporal 

relationships, however its complexity can lead to overfitting on small datasets and requires longer training 

time. To overcome the problem of data imbalance in fake news classification, this research applies the 

oversampling technique SMOTE (Synthetic Minority Over-sampling Technique). This research uses SMOTE 
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(Synthetic Minority Over-sampling Technique) to overcome data imbalance in fake news classification. Unlike 

undersampling, which reduces the amount of data from the majority class to balance the dataset, SMOTE keeps 

the original dataset size intact while increasing the amount of minority class data. Undersampling can lead to 

the loss of valuable information from the majority class, which can result in decreased model performance on 

larger and more complex data [54]. Other oversampling techniques such as ADASYN (Adaptive Synthetic 

Sampling) and Borderline-SMOTE were also considered, but SMOTE was chosen due to its simplicity and 

proven effectiveness in various studies, as well as the ability to maintain a stable balance without adding 

additional complexity to the sampling process [55]. For comparison, several classic machine learning 

algorithms such as Logistic Regression, Naïve Bayes, Random Forest, Decision Tree, and Gradient Boosting 

Classifier are used. These models were selected based on their best performance in previous studies. Logistic 

Regression is known for its simplicity and probabilistic interpretation, although it is less effective on non-linear 

data. Naïve Bayes is efficient for large datasets, but its assumptions often do not hold. Random Forest and 

Decision Tree excel in handling complex data, but Random Forest requires longer training time and Decision 

Tree is prone to overfitting. Gradient Boosting Classifier is used for its ability to improve accuracy, although 

it requires longer training time and risks overfitting. These comparator models were selected based on 

recommendations from previous studies that have proven their effectiveness in fake news detection. By using 

proven models, this study provides a comprehensive evaluation of IndoBERT's performance in a broader 

context, ensuring high-standard comparisons. The implementation of IndoBERT is expected to make a 

significant contribution to Indonesian fake news detection, as the model is trained with an Indonesian language 

corpus, thus capturing the linguistic context more accurately than other models that are not adapted for this 

language. 

 

3.2. Result 

The discussed models will be run and evaluated using various metrics to understand the performance 

differences, analyze the results, and uncover the strengths and weaknesses of each model. This step is important 

to ensure that the best model is selected based on the most optimal performance in detecting fake news, while 

providing more accurate and relevant recommendations for real-world applications. Model using the original 

dataset shown in Table 1. Confusion Matrix the original dataset shown in Fig. 5. 

 

Table 1. Model using the original dataset 

Machine Learning Model Name Acc P R F1  Deep Learning  

Model Name 

Acc P R F1 

CNN-LSTM 73% 73% 73% 73%  Naive Bayes 75% 74% 75% 74% 

IndoBert Base 88% 89% 88% 89%  Logistic Regression 65% 45% 65% 53% 

IndoBert Large 93% 90% 90% 91%  Gradient Boosting Classifier 55% 43% 55% 48% 

      Decision Tree 61% 57% 61% 57% 

      Random Forest 60% 59% 60% 59% 

 

 
Fig. 5. Confusion Matrix the original dataset 

The model developed in this study will also be compared with results from previous studies that used the 

SMOTE over-sampling technique (Table 2). This comparison aims to evaluate the effectiveness of the 

approach used, as well as ensuring that the results obtained can be compared equally with other methods. 

Confusion Matrix the Oversampling dataset shown in Fig. 6. 
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Table 2. Model using the Oversampling dataset 

Machine Learning Model Name Acc P R F1  Deep Learning  

Model Name 

Acc P R F1 

CNN-LSTM 44% 44% 43% 44%  Naive Bayes 78% 75% 79% 75% 

IndoBert Base 97% 97% 98% 96%  Logistic Regression 76% 77% 77% 76% 

IndoBert Large 98%% 98% 97% 98%  Gradient Boosting Classifier 70% 67% 69% 68% 

      Decision Tree 67% 70% 68% 66% 

      Random Forest 72% 70% 73% 75% 

 

 

Fig. 6. Confusion Matrix the Oversampling dataset 

3.3. Analysis 

The experimental results showed significant performance differences between tested models, both in the 

original dataset and after oversampling. The large and simple version of Indobert always performs well. 

Indobert large reached 93%accuracy with 90%precision, 90%recall, and 91%F1 score. Indobert Base recorded 

88%precision, 89%precision, 88%recall, and 89%F1 score. This advantage is thanks to the transformer 

architecture that is able to capture the context and relations between words in Indonesian speaking sources. 

Conversely, traditional models such as Naive Bayes and logistics regression have poor performance. Naïve 

Bayes recorded precision 75%, precision 74%, recall 75%, and 74%F1 score due to the assumption of feature 

independence, which is not suitable for complex text. Logistics regression is even worse, with 65%precision, 

45%precision, 65%recall, and 53%F1 score due to the difficulty of capturing relationships between complex 

words. Decision -based models such as increased gradients, decision trees, and random forests also show less 

optimal results with accuracy between 55 and 61%. Despite oversampling, Indobert's performance continues 

to improve. Indobert large reached 98%accuracy with 98%precision, recall 97%, and F1 scores 98%, while 

Indobert Base reached 97%precision with 97%precision, recall 98%, and F1 scores 96%. This increase is 

caused by the ability of the transformer model in utilizing additional data effectively. However, the CNN-

LSTM model has decreased performance after oversampling, so it only results in precision 44%, precision 

44%, recall 43%, and F1 scores 44%due to overfitting in additional data. The traditional model also increases 

performance after oversampling, but not as much as Indobert. Naïve Bayes increased to 78% precision, 75% 

precision, 79% recall, and 75% F1 scores, while logistics regression reached 76% precision, 77% precision, 

77% recall, and 76% score. Overall, Indobert is the most reliable system in detecting fake news in Indonesia, 

both from the original data and after oversampling, thanks to its sophisticated transformation architecture and 

the ability to adapt to additional additional data. 

 

4. CONCLUSION 

 The conclusion of this experiment shows that the Indobert model is better in detecting fake news in 

Indonesia than other models, both in large and basic scale versions. In the original data collection, Indobert 

Large and Base has accuracy, precision, recall, and F1 scores that are much higher than traditional models such 

as Naive Bayes, Logistics Regression, and Decision Tree Based Models such as Decision Forest and Random 

Forest. The application of oversampling techniques significantly increases accuracy, precision, recall, and F1 

scores, thus providing significant benefits for Indobert. Indobert reached 98% accuracy after oversampling, 

which shows its superior ability to utilize additional data to understand the complex linguistic context. 

Conversely, the CNN-LSTM model shows a decrease in performance after oversampling, which shows 

overfitting and the inability of the model to generalize. Although traditional models also increase performance 
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after oversampling, the increase is not comparable to Indobert. Overall, Indobert has proven to be the most 

effective model in detecting fake news in Indonesia. The benefits of highlighting the ability of transformer 

architecture to understand the nuances and context of complex language. Future research: For future research, 

several approaches can be applied to more complex attention mechanisms, such as: B. Exploring variations in 

the mechanism of attention such as attention and cross attention can increase models that capture informational 

inflation. In addition, transformer architecture is integrated with techniques such as graphic nerve networks 

(GNN) to create a hybrid model to understand complex relationships between entities in text. Finally, Indobert 

can be combined with other models to apply ensemble techniques to optimize the performance of fake news 

detection. 
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