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 Facial recognition is an artificial intelligence algorithm that distinguishes one 

face from another by capturing facial patterns visually. This recognition 

specifically detects and identifies individuals based on facial features by 

scanning the entire face. Several methods are used for facial detection, 

including facial landmarks points, Local Binary Patterns Histograms (LBPH), 

and Fisherface. In the context of this research, Fisherface is used to reduce 

the dimensionality of facial space in order to obtain image features. The 

method is insensitive to changes in expression and lighting, leading to better 

pattern classification and making it suitable for implementation on mobile 

devices such as robot vision. Therefore, this research aimed to measure the 

response time speed and accuracy level of pattern recognition when 

implemented on mobile robot devices. The results obtained from the accuracy 

testing showed that the highest accuracy for face detection process was 90%, 

while the lowest was 78.3%. In addition, the average execution time (AET) 

for the fastest process was 1.63 seconds and the slowest was 1.72 seconds. 

For pattern recognition, the statistics showed 90% accuracy, 100% precision, 

81.81% recall, and F-1 score of 89.5%. Meanwhile, the longest execution 

time was 0.084 seconds and the fastest was 0.064 seconds. In face tracking 

process, the mobile robot movement was based on real-time pixel sizes, 

determining x and y values to produce the center of face region. 
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1. INTRODUCTION  

Facial recognition is an artificial intelligence algorithm that distinguishes one face from another by 

capturing facial patterns visually. In general, this visual information is stored in memory for future processing 

[1], [2]. The technology has been widely developed and applied in image-based applications, including pattern 

verification, attendance tracking, communication, and medical fields. Facial recognition process operates by 

scanning the full face to recognize and identify individuals based on their facial traits [3], [4]. After scanning, 

the data collected is converted into a specified format, which can then serve as a reference pattern in database. 

When a new face pattern is detected during scanning, the system compares the result with an existing database 

to identify matches. Image processing methods allow computers to monitor, recognize, and analyze face image 

in greater depth [5], [6], [7]. The system focuses on features such as the eyes and nose and then presents results 

synchronized with the input pattern [8]. This process is consistent with the working principles of various 

computer vision technologies. Several methods are used in facial recognition, including facial landmark points 

[9], [10], Local Binary Patterns Histograms (LBPH) [11], [12], [13], and Fisherface [14], [15].  

Landmark detection identifies the specific position on a face that represent important facial features, 

connecting these points to outline the face’s structure [16], [17]. However, this landmark method requires 

significant training time to achieve accuracy. LBPH method converts facial pixel textures into binary patterns, 

using a central pixal as a reference for surrounding values [18], [19]. Typically, the method offers fast and 
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efficient computation but may struggle with accuracy under varying light conditions due to its simplicity. 

Meanwhile, Fisherface method [20], [21], [22] combines Principal Component Analysis (PCA) [23], [24], [25] 

with Fisher's Linear Discriminant (FDL) [26], [27] to reduce the dimensionality of facial space to extract image 

features. Moreover, the distance ratio between classes is increased compared to the intra-class distance of 

feature vectors using Linear Discriminant Analysis (LDA) method [28], [29], [30], and the dimensions are 

reduced by applying PCA calculations. This process is intended to optimize the ratio of pattern distribution 

between classes. As the ratio of classes grows, the resultant feature vector becomes less sensitive to changes in 

expression and illumination, leading to improved pattern classification and suitability for mobile device 

applications, such as robot vision.  

Robot vision system symbolizes human-robot interaction and has advanced dramatically in the recent 

decade [31], [32], [33]. This model is a visual processing system that combines distance sensors and lasers, 

representing the most precise navigation methods available to robots. However, most of these robotic systems 

have various flaws [34], [35], such as poor performance, which are unsuitable for use in embedded systems 

with real-time requirements [36], [37], [38]. Some previous investigations provided the required capability, but 

not as an embedded device because the current procedure feels suboptimal. Furthermore, image processing in 

embedded systems is not well established. To address these limitation, this research proposes facial recognition 

system using Fisherface method on a mobile robot equipped with an embedded platform. The research aims to 

determine the response time speed and pattern recognition accuracy of this system when implemented on 

mobile robot devices. Given the resource constraints of embedded platforms, Fisherface is adapted to develop 

a more specific facial test pattern, focusing on face and lips. The robot is programmed to move according to 

recognized facial pattern, with a specific focus on analyzing dynamic moving eyes and lips.   

2. METHODS AND DESIGN 

The steps followed in this research were consistent with methods reviewed in the provided framework. 

These steps comprised different stages of system requirements analysis. For instance, mobile robot was used 

with a Raspberry Pi minicomputer that functioned as facial data processor for the mobility system of robot. In 

general, Raspberry technology was used to develop an operating system capable of identifying faces [39], [40] 

and tracking the movements of people [41], [42], [43]. The system was tested in real-time on datasets of facial 

image. Haar-like feature  from Viola-Jones method was used in this research to detect face features [44], [45], 

[46]. Following the process, Fisherface method was used for face recognition. For the hardware component, 

OpenCR microcontroller was equipped with two DC (direct current) motors and two servo motors. Moreover, 

the methodology consisted of a preprocessor, facial recognition process, facial tracking, and validation of 

mobile movement of robots. The general system design that was adopted was described as shown in Fig. 1. 
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Fig. 1. System Design 

 

In the research, the preprocessor stage comprised of mapping the environment which included capturing 

image of the research subjects. This image was originally in RGB (Red, Green, and Blue) format, and it was 

later converted to show the dimming level using (1). 

 
𝐺𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 =  

𝑅 + 𝐺 + 𝐵

3

 
(1) 

where, 𝑅 is red image, 𝐺 is green image, 𝐵 is blue image. The two major stages in this system included face 

detection and recognition. Fig. 2 showed a flowchart for the software system that processed face patterns. The 
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initial stage in face detection was a collection of facial patterns that were present in the workspace. Following 

this process, preprocessing and face detection were performed using Haar-like feature method. In 

preprocessing, RGB image data was turned into grayscale image, and then Haar-like features were used to 

identify particular portions of input image, which comprised a mix of white and black patches. The difference 

between the normal pixel values in the black and white sections was calculated which allowed the establishment 

of Haar features existence or not. Moreover, the object-detecting feature in the program was Haar Cascade 

[47], [48], which was a classifier for saving training results depending on diverse information, such as positive 

and negative image. This feature was used to identify the presence or absence of face in the camera frame. 

When face was discovered, the second step was to recognize facial pattern. 

 

 
Fig. 2. Flowchart System 

 

Additionally, Fisherface method handled faces through several phases of data processing. Facespace was 

first modified as part of LDA process, and an average face was generated for each class. The distribution matrix 

in and between classes was later computed and projected onto PCA projection matrix, followed by projection 

into eigenvalues as well as eigenvectors. The last process in this stage was calculating Fisherface weight for 

each face image. After the data was analyzed, it was compared to facial pattern data contained in the database. 

Several facial patterns were included in the database as reference patterns from the front, right, and left 

positions. After recognizing the pattern, the following step was to identify face region to retrieve pixel values 

(x, y) for facial pattern. When face appeared in the camera frame, its position was determined by finding x and 

y values, which showed the center of facial region. 

The next step was face detection which aimed to extract face from a image. Fig. 3 showed facial detection 

procedure, starting with Haar feature analysis for feature extraction and categorization [49], [50]. This square-

shaped feature showed the detail embedded in the image. The feature served as image identifier by centralizing 

basic integers of the feature. Following this process, computations were conducted swiftly using the computer 

because this feature simply used information from pixels in the rectangle shape. Image integration procedure 

then evaluated the general feature similarity. This procedure later summed pixel intensity for a specific region 

in a way that the average pixel intention for the dark region was decreased to the mean pixel strength for the 

bright region.  

The value at (x, y) was the sum of pixels from the upper left corner to point (x, y). To obtain the average 

number of pixels in a square region, point value (x, y) was divided by the square. Additionally, an integral 

image was used to speed up the computation process to analyze when the feature was present in a large number 

of Haar features on image. Haar cascade classifier procedure was a machine learning method for reviewing 
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objects in image and movies. This method was separated into four stages including Haar feature selection, 

generating integral image, AdaBoost training, and cascading classifier. In the context of this research, Fig. 4 

showed Haar cascade classification method. Fisherface algorithm was used by facial recognition system in this 

section. Facial recognition method consisted of numerous steps that allowed the method to recognize the 

features of a human face including the eyes, nose, and mouth. This method determined the position, size, and 

posture of an identifiable face. Following the process, system software exported face curves in the 

submillimeter range to produce templates. When the template was constructed, it was automatically 

transformed into machine-readable code. The verification procedure matched facial data individually until the 

face was recognized. The final stage in the process was detection, which matched the acquired face image to 

the whole face image stored in the database. 

 

  

Fig. 3. Haar Feature Fig. 4. Haar cascade classifier 

 

Fisherface algorithm was facial recognition system that combined two methods including PCA and LDA. 

This method aimed to minimize dimensions in PCA computations by raising the scatter ratio to the class 

distance of feature vector that underpinned LDA method. The categorization was better when the class was 

more homogenous and feature vector was less susceptible to variations in illumination and facial expression. 

In this research, LDA aimed to find a linear projection that maximized the interclass covariance matrix, leading 

to more evenly distributed class members and eventually better recognition performance. To calculate LDA, 

the following steps were considered, which included 1*) Training sets were transformed into column vectors 

(facial space). 2*) The average values of each class and face space were combined to obtain a class average 

face. 3*) The distribution matrix was determined across classes (between-class scatter-matrix, S_B) and in 

classes (in-class S_W). 4*) The distribution matrix (S_W and S_B) was projected onto PCA projection matrix. 

5*) The individual and personal vector values using the distribution matrix were determined. 6*) Eigenvector 

by eigenvalue measurement was used to calculate Fisher projection matrix. 7*) Each Fisherface was compared 

to face image in the training set. 

After facial recognition operations were conducted, the robot was activated by mobile using vision 

specification, shown in Fig. 5. Mobile Robot Vision (MRV) recognized objects and controlled robot movement 

with image processing and computer vision technologies. Following the discussion, this vision robot required 

processors, inputs, and outputs. The processor device was CPU (Central Processing Unit), which interpreted 

image and outputs robot motion control in its implementation. Another alternative was to use small computers, 

such as Raspberry Pi, to replace larger CPU gear. Currently, Raspberry Pi was commonly used to replace CPU 

operations in computer technology and robotic vision. In this research, face recognition and detection were 

performed during image processing in MRV to guarantee that image in the database matched image captured 

by the real-time camera. 

 

 
Fig. 5. Mobile robot design 
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3. RESULTS AND DISCUSSION  

The section showed the outcomes of testing and analysis across various methods scaled to the project 

which included facial recognition analysis, robotic systems, and software/hardware integration. The first test 

was performed on the preprocessor component, which comprised two phases of RGB and grayscale imagery. 

Fig. 6 showed the conversion of RGB image to grayscale in this process.  

The Figure showed the value for face's total RGB which included pixel value (x, y) 170×170, also shown 

in Fig. 7. Additionally, Fig. 8 showed a 4×4 pixel value followed by a 2×2 RGB value (x, y) used as an analysis 

sample which was shown in Fig. 8 as a blue box. Following this process, the value was transformed into a 

grayscale pixel value. The size of RGB conversion to a 2×2 Grayscale value was 219, 196, 220 and 212. 

Following the preprocessing process, Haar method was used to examine face detection for other matrix 

conversion values used by the software. During the process, Haar-like feature detected a specific region of the 

input image. Facial recognition procedure included counting all the pixels in the closest region at a given place, 

which contained a combination of white and black patches. Moreover, calculating the difference between 

typical pixel values in the black and white region helped to show any features were present or absent because 

the function of Haar Cascade was to detect objects. In this research, face tracking in the camera frame occurred 

immediately after face was correctly identified. Fig. 9 showed the counting of integral image using data 

produced from grayscale data. 

 

  

Fig. 6. RGB to Grayscale   Fig. 7. RGB size 170×170 

 

           
Fig. 8. RGB conversion to a 2×2 Grayscale value 

 

 
Fig. 9. Result of counting of integral image 

 

Fig. 9 showed a calculation process to find the integral value of each pixel image (x, y) and the calculation 

result for a 2×2 matrix sample. The result of counting of integral image are 137, 297, 194 and 506 The next 

step was face detection, which was conducted to confirm the work and effectiveness of the system. In addition, 

the results of face detection process were shown in Fig. 10. In the image, the position of face was marked by a 

four-square red frame. This marking process showed that facial recognition process worked perfectly. In the 

examination, about 60 tests were performed at different distances. The total test results were shown in face 

detection examination graphics in Fig. 11. 

The Figure showed data from 10 properly identified faces at distances of 30 cm and 40 cm. However, at 

distances of 50 cm and 60 cm, there were eight identified faces, signifying that four faces were not adequately 

detected. At a distance of 70 cm, back only detected 6 faces, leaving 4 undetermined. Five faces were 

recognized at a distance of 80 cm, implying that five more faces were not shown. These results showed that as 

the distance became farther between the camera and face object, more undiscovered faces occurred. In face 

detection test using Haar features, a 90% success rate was achieved. The testing was conducted on patterns 

located precisely in the ideal detection region, which was from 30 cm to 60 cm. Meanwhile, when the testing 

was conducted in the range of 30 cm to 80 cm, an average success rate of 78.3% was achieved. The result 

occurred because the largest error appeared at the farthest distance outside the working region of the system, 
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which was between 70 cm and 80 cm. Understanding the time speed of facial pattern detection was very 

important because the systems built for this research were based on embedded platforms. In essence, all data 

processing devices should be capable of supporting system performance. In this research, the execution time 

was measured based on face detection time at the data capture distance, with the results of the graphic shown 

in Fig. 12. 

 

  

Fig. 10. Result of face detection Fig. 11. Face detection test graphics 

 

       Execution time (s) 

 
Distance (cm) 

Fig. 12. Execution time graphics 

 

In the Figure, 60 facial patterns were used as test samples and at a distance of 30 cm, AET was 1.63 

seconds. For a distance of 40 cm, the execution time increased to 1.66 seconds. At 50 cm, AET was 1.72 

seconds and at 60 cm, AET was 1.69 seconds. The next step in this examination was face detection for the eye 

and mouth. There were two green squares in Fig. 10, which were right on the eye and nose region, marked by 

a purple box. In this research, facial database was developed before testing Haar-like feature method in real 

time with cameras in various face postures. Fig. 13 showed a sample of faces saved in the system database. 

 

 
Fig. 13. Face database 
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Facial recognition method of Fisherface used a sample of identifiable faces of two people. During this 

process, both faces were highly processed using Raspberry Pi minicomputers. Each person took 80 facial shots, 

summing up to a total of 160 face image used as sample data. Moreover, the size of the facial image varied 

depending on the position of face relative to the camera. When face was farther from the camera frame, the 

image size appeared smaller, and as the camera frame moved closer, the image size increased. The outcome of 

the process was 9 True Positive, 2 False Negative, and 9 True Negative. After this process, computed accuracy, 

precision, recall, and F-1 score results were analyzed. From the calculations, accuracy was 90%, precision 

100%, recall 81.81%, and F-1 score 89.5%. An examination was conducted after the procedure on an 

unidentified pattern of face. The results were 8 True Positive, 2 False Negative, and 10 True Positive, having 

an accuracy of 90%, 100% precision, 80% recall, and F-1 scores of 80%. Additionally, the result of facial 

recognition testing and analysis showed that the system was working effectively with a level of accuracy above 

85%.  

After face detection was completed, the system of the mobile robot was analyzed. Face tracking was the 

next stage using a camera with a recording feature of facial objects in real time. When face was in the camera 

frame, the position was estimated by finding x and y values, which generated the center of facial region. In 

addition, two servo motors moved horizontally and vertically while tracking the region of face. During this 

process, DC motor movement system allowed the mobile robot to move closer to face individual. Table 1 

showed the test results for DC motor and servo motor in the process. 

 

Table 1. The test results for DC motor and Servo motor. 
DC Motor Servo Motor 

pixel (x,y) Leff Right 
Robot Face Position Servo Position Movement 

Movement x y x' y' X  Y  

100 1 1 Forward 
300 300 90 60 Center Center 

305 305 90 60 Center Center 

125 1 1 Forward 
200 190 100 55 Right Center 

205 195 100 55 Right Center 

150 -1 -1 Backward 
220 185 105 50 Right Upper 

225 190 105 50 Right Upper 

175 -1 -1 Backward 
355 330 80 70 Left Lower 

360 340 75 75 Left Lower 

 

In DC motor analysis, the mobile robot traveled about the size of acquired pixel (x, y). When the values 

of pixels ranged from 100 to 140, the mobile robotic traveled forward, but when pixels ranged from 160 to 

180, the robot moved backward. Moreover, the position of face object determined the direction of movement 

of servo motor, according to the analysis. Each position had two servos including x' and y'.x' along x-axis, 

while y' moved toward y-axis. The servo had four directions which included central, right, left, upper, and 

lower. The size of pixel (x, y) was used to determine the position and direction of servo motor. Specifically, 

the size of pixel was (300, 300), implying that servo x' moved to 900 and servo y' to 600. This process affected 

the direction of movement of two servo motors toward the center, and to the position of pixels (360, 340), 

where X servo moved to left and Y servo to lower. 

 

4. CONCLUSION 

In conclusion, the implementation of Fisherface algorithm for eye and mouth recognition produced results 

that were consistent with the system design. Every testing process conducted during this research was 

successful. In addition, face detection accuracy testing using Haar features achieved a 90% success rate when 

the testing pattern was placed in the recommended working region of the system of about 30 cm to 60 cm. 

Testing inside the 30 cm to 80 cm range achieved a success percentage of 78.3%. The highest accuracy occurred 

at the farthest distance beyond the operating region of the system, which was between 70 cm and 80 cm. 

Additionally, the execution time tests at distances ranging from 30 cm to 60 cm achieved AET of 1.63 seconds, 

1.66 seconds, 1.72 seconds, and 1.69 seconds at a distance of 60 cm, respectively. The pattern recognition 

statistics showed 90% accuracy, 100% precision, 81.81% recall, and an F-1 score of 89.5%. In this research, 

pattern 1 had the longest execution time at 0.084 seconds, while pattern 45 had the shortest time of 0.064 

seconds. Mobile robot progressed when pixel value acquired during face tracking test was between 100 and 

140. During this research, a camera was used to collect facial items in real-time, and the position of face was 

computed by identifying x and y values, leading to the center of facial region. 
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