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 The rapid economic growth and population development in Indonesia have 

significantly increased the demand for energy, presenting complex challenges 

in managing the primary energy supply due to geographical variability and 

dispersed natural resources. This study addresses these challenges by 

applying clustering techniques with a hyperparameter approach to explore 

and map Indonesia's primary energy supply. The research contributes to the 

field by offering an effective method for analyzing energy data patterns and 

optimizing energy management. Secondary data on energy production, 

consumption, and distribution from reliable sources such as the Ministry of 

Energy and Mineral Resources were collected and analyzed. Various 

clustering algorithms, including K-Means, Fast K-Means, X-Means, and K-

Medoids, were applied to identify energy supply patterns across different 

regions. The Davies-Bouldin Index was used to evaluate the effectiveness of 

the clustering algorithms. The results indicate that distance measures such as 

Euclidean Distance and Chebychev Distance consistently show excellent 

clustering performance. The study found that the choice of distance measure 

significantly impacts the clustering quality. The insights gained from this 

analysis provide valuable information for stakeholders involved in energy 

planning and policy-making, enhancing the efficiency and sustainability of 

energy management in Indonesia. This research establishes a foundation for 

further detailed and holistic energy data analysis, supporting better decision-

making in energy planning and development. 
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1. INTRODUCTION  

The rapid economic growth and population development in Indonesia have significantly increased energy 

demand over the past few decades [1], [2], [3]. As the fourth most populous country in the world with a rapidly 

growing economy, Indonesia relies on its primary energy supply to support economic activities, infrastructure, 

and the needs of its society [4], [5]. However, managing the primary energy supply presents complex 

challenges. The geographical variability and dispersed natural resources result in different energy supply 

structures across various regions of Indonesia [6], [7]. Additionally, the swift economic growth puts pressure 

on energy infrastructure, creating a need for efficient and measurable management [8], [9]. In this context, 

research on energy data exploration becomes critically important [10], [11], [12]. Through careful data 

analysis, crucial information about energy supply patterns, resource availability, and consumer needs can be 

uncovered. One analytical tool used is clustering techniques, which allow for the grouping of data based on 

similar characteristics to achieve a more even mapping of primary energy supply [13], [14], [15], [16]. Several 

robust algorithms are available for clustering [9], [17]. Clustering algorithms are essential in data analysis for 

grouping data with similar characteristics into distinct clusters [18], [19]. Popular clustering algorithms include 
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K-Means, which optimizes the position of cluster centroids; Hierarchical Clustering, which builds a hierarchy 

of clusters; DBSCAN, which identifies dense regions within the data; Mean Shift, which focuses on centroid 

movement; Gaussian Mixture Model, which assumes normal distribution within clusters; OPTICS, which 

creates a cluster hierarchy based on data density; Agglomerative Clustering, which merges the closest clusters; 

and Spectral Clustering, which uses a graph representation of data [20], [21], [22], [23]. The choice of the 

appropriate clustering algorithm largely depends on the structure and characteristics of the data being processed 

and the analysis goals to achieve optimal and meaningful results [24], [25]. 

The study [26] proposes a data deduplication solution based on the numerical conversion of datasets and 

the use of Dynamic K-Means Clustering (DKMEAN) to cluster and identify duplicate chunks. This method 

has experimentally demonstrated improvements in dataset quality and reduced resource consumption, 

achieving a 65.78% reduction in large datasets. However, there is a lack of explanation on how this data 

deduplication method can be applied to real-world use cases outside experimental settings. The article focuses 

more on developing data deduplication techniques using a K-Means Clustering-based Data Mining approach 

but provides insufficient concrete examples or case studies on implementing these techniques in real-world 

scenarios. Subsequent research [27] utilizes K-Means Clustering in data mining to develop sales strategies at 

S&R Baby Store. This article offers deep insights into using the K-Means algorithm to cluster sales transaction 

data to determine highly demanded, moderately demanded, and less demanded products. However, it lacks a 

more in-depth explanation of the evaluation process related to the product clustering results using the K-Means 

Clustering method. Although the article mentions using the Davies-Bouldin Index (DBI) to evaluate clustering 

quality, it does not detail how DBI is calculated and how these evaluation results can be interpreted. 

Previous studies in this domain often face challenges in determining optimal hyperparameters for 

clustering, particularly in the context of complex and varied energy data such as that of Indonesia [27], [28]. 

Hyperparameters are variables that need to be set at the beginning of clustering analysis and can significantly 

influence the results and interpretation of the clustering [29], [30], [31], [32]. Therefore, this research aims to 

bridge this knowledge gap by proposing an effective and precise hyperparameter approach for mapping 

Indonesia's primary energy supply through clustering techniques [33], [34], [35], [36]. By understanding the 

emerging patterns from energy data, stakeholders such as the government, industry, and research institutions 

can make better decisions in energy planning, development, and policy-making [44], [45], [46]. Through this 

innovative approach, it is hoped that this article will contribute significantly to the understanding and 

management of energy in Indonesia and serve as a foundation for further research in holistic and detailed 

energy data analysis. 

 

2. METHODS  

This study employs a secondary data analysis approach, involving the collection of primary energy data 

for Indonesia from reliable sources such as the Ministry of Energy and Mineral Resources (ESDM) and other 

relevant institutions. The data used includes information on the production, consumption, distribution, and 

types of energy resources available across various regions of Indonesia [37]. The research design aims to 

address the issue of data imbalance in the primary energy dataset of Indonesia by applying clustering techniques 

with a hyperparameter approach in the exploration of primary energy data. The goal is to map energy supply 

patterns, identify the geographical distribution of energy resources, and provide a deeper understanding of the 

energy structure in different regions of Indonesia [38], [39], [40], [41]. 

The research framework (Fig. 1) outlined in the provided diagram represents a structured approach to 

addressing the imbalance in Indonesia's primary energy dataset through the application of clustering techniques 

with a hyperparameter approach. The process begins with identifying the problem, where the challenges related 

to the imbalance in energy data are recognized. Following this, a comprehensive literature review is conducted, 

gathering data from credible sources such as the Ministry of Energy and Mineral Resources (ESDM) and other 

relevant institutions [47], [48], [49], [50]. This step ensures that the research is grounded in reliable and 

pertinent information about energy production, consumption, distribution, and resource types across various 

regions of Indonesia. The next phase involves data collection, where primary energy data is sourced from the 

identified repositories. This data is then prepared, which includes cleaning, handling missing values, and 

normalizing the data to ensure it is suitable for analysis. Subsequently, the model development phase focuses 

on applying clustering techniques. This step involves selecting appropriate clustering algorithms and 

determining the optimal hyperparameters to enhance the clustering results, thus enabling effective exploration 

of the primary energy data. 

Once the model is developed, it undergoes testing, and the results are measured to ensure accuracy and 

meaningfulness. The clustering quality is then evaluated using various metrics, such as the Davies-Bouldin 

Index, to validate the clusters formed. The final phase involves analyzing the clustering results to identify 
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geographical patterns in the energy supply, providing a deeper understanding of the distribution and structure 

of energy resources across different regions of Indonesia. 
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Fig. 1. The research framework 

 

This systematic approach concludes with the findings and insights gained from the clustering analysis, 

offering valuable information for stakeholders involved in energy planning, development, and policy-making. 

The framework not only addresses the immediate research problem but also lays the groundwork for further 

studies in energy data analysis. 

 

2.1. Primary Energy Supply Proportion Dataset 

The proportion of primary energy supply in Indonesia illustrates the relative distribution of various energy 

sources used to meet the country's primary energy needs. Oil and natural gas have long been the main 

components of energy supply, given that Indonesia is the largest oil producer in Southeast Asia and has 

significant natural gas reserves. Additionally, coal also plays a crucial role in the energy supply, particularly 

for coal-fired power plants. In recent years, efforts to develop renewable energy have also gained more 

attention, including the use of hydro and geothermal energy. However, the proportion of energy supply from 

renewable sources remains relatively small compared to conventional energy sources. A careful analysis is 

needed to understand the shift in the proportion of primary energy supply in Indonesia and its implications for 

sustainability and future energy policies. Table 1 shows the data on Indonesia's primary energy supply 

proportions. 

 

Table 1. Indonesia's Primary Energy Supply Proportion Data 

Energy Type 
Total Energy Proportion in Percentage Form Every year 

2015 2016 2012 2013 2014 

Oil 35.25 35.19 38.45 38.89 38.37 

Coal 23.47 23.43 22.35 19.82 20.61 

Gas 18 17.97 16.81 17.69 17.48 

Hydroelectric Power Plant 2.27 2.27 1.89 2.52 2.45 

Geothermal 1.05 1.05 0.98 1 1.04 

Biomass 19.93 20.06 19.49 20.04 19.96 

Biofuels 0.04 0.04 0.02 0.04 0.08 

 

2.2. Data Preprocessing 

This stage outlines the steps taken to ensure that the data is well-prepared for the modeling process. These 

steps include removing empty or duplicate data entries, scaling the data to a range of 0 to 1 using a min-max 

scaler, and assigning appropriate labels to the data. Labeling the data is crucial in the subsequent clustering 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


362 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) ISSN: 2338-3070 

 Vol. 10, No. 2, June 2024, pp. 359-372 

 

 

Exploring Energy Data through Clustering: A Hyperparameter Approach to Mapping Indonesia's Primary Energy Supply 

(Agus Perdana Windarto) 

process. By labeling, data samples can be categorized and grouped based on shared characteristics, which is 

essential for effective cluster formation. This becomes particularly relevant in the data balancing process using 

clustering algorithms optimized with adjusted hyperparameters, which will be discussed in the next section. 

For example, the data preprocessing shown in Table 1 is presented in Table 2. 

 

Table 2. Preprocessing Results 

Energy Type 
Total Energy Proportion in Percentage Form Every year 

2015 2016 2012 2013 2014 

Oil 0.9064 0.9048 0.9887 1.0000 0.9866 

Coal 0.6033 0.6023 0.5745 0.5094 0.5297 

Gas 0.4626 0.4618 0.4320 0.4546 0.4492 

Hydroelectric Power Plant 0.0579 0.0579 0.0481 0.0643 0.0625 

Geothermal 0.0265 0.0265 0.0247 0.0252 0.0262 

Biomass 0.5122 0.5156 0.5009 0.5151 0.5130 

Biofuels 0.0005 0.0005 0.0000 0.0005 0.0015 

 

2.3. Clustering Using K-Means 

The K-Means algorithm partitions data into clusters such that similar data points are grouped within the 

same cluster, while dissimilar data points are placed in different clusters. Sarwono elaborates on the K-Means 

algorithm in more detail as follows [42]. The flowchart illustrates (Fig. 2) the iterative process of the K-Means 

clustering algorithm, a popular method in data mining and machine learning for partitioning datasets into K 

distinct, non-overlapping clusters. The process begins with the initialization step, where the user specifies the 

number of clusters, K, to divide the dataset into. Following this, initial centroids for the K clusters are 

determined, which can be done randomly or through more sophisticated methods like K-Means++ for better 

initial placement. 

 

Start

Number of K clusters

Determine the centroid

The distance value of the 

data object to the centroid

Group data objects based 

on the minimum distance 

to the centroid

There are objects that 

change groups
End

 
Fig. 2. The flowchart illustrates of K-Means 

 

Next, the algorithm calculates the distance of each data object to the centroids using a chosen distance 

metric such as Euclidean distance. Based on these distance calculations, data objects are assigned to the nearest 

centroid, grouping them into clusters. The algorithm then checks if any data objects have changed their assigned 

clusters during the current iteration. If changes are detected, the algorithm continues to iterate, recalculating 

distances and reassigning data points to the nearest centroids, refining the clusters further.This iterative process 

repeats until no data objects change their cluster assignments, indicating that the clusters have stabilized. At 

this point, the algorithm terminates, and the final clusters are established with their respective centroids 

representing the central points. The decision point to check for changes ensures that the algorithm iterates 

enough times to achieve optimal clustering, minimizing variance within each cluster and ensuring that the 

clusters are as distinct and well-separated as possible. 

 

2.4. Clustering Using X-Means 

The X-Means algorithm is employed to cluster data into k groups based on their attributes. The process 

begins with the initialization of centroids, where the desired number of clusters, k, is selected. Randomly 
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chosen k points serve as the initial centroids, which act as the center points for each cluster. Following this, the 

algorithm calculates the distance between each data point and the centroids using a distance metric such as 

Euclidean distance. The Euclidean distance between two points A(x1, y1) and B(x2, y2) in a two-dimensional 

space is calculated as the square root of the sum of the squared differences between the corresponding 

coordinates. 

Once the distances are calculated, each data point is assigned to the cluster with the nearest centroid, 

meaning the cluster whose centroid has the smallest Euclidean distance to the data point. After all data points 

are assigned to clusters, the centroids are updated by recalculating their positions as the average of all data 

points within each cluster. This new centroid position ensures that the centroids accurately represent the center 

of their respective clusters. 

The algorithm then iterates through these steps—calculating distances, assigning data points to clusters, 

and updating centroids—until a stopping condition is met. The stopping condition could be a predefined 

number of iterations or minimal changes in centroid positions between iterations. Typically, the K-Means 

algorithm halts when the centroids' positions stabilize and no longer change significantly, indicating that the 

clusters have converged to stable points. Through these iterative refinements, the X-Means algorithm ensures 

that each data point is optimally assigned to the most appropriate cluster based on its proximity to the centroid, 

thus achieving a stable and accurate clustering of the data. 

 

2.5. Clustering Using K-Medoids 

The flowchart represents the process of the K-Medoids clustering algorithm, which is similar to K-Means 

but uses medoids instead of centroids to define the clusters. The algorithm begins with the initialization step, 

where the desired number of clusters, k, is specified. Randomly selected k data points serve as the initial 

medoids, acting as representative points for each cluster. 

Following this Fig. 3 , the algorithm calculates the distance between each data point and the medoids 

using a distance metric such as the Euclidean distance. Each data point is then assigned to the cluster with the 

nearest medoid. After all data points are assigned, the algorithm updates the medoids by recalculating them. 

The new medoid for each cluster is determined by selecting the data point within the cluster that minimizes the 

total distance to all other points in the same cluster. 

 
Start

Number of K clusters
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Calculate the euclidean 
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Calculate the total 

distance

If new total distance -

 old total distance < 0

End

Clustering results

Update initial cluster

 
Fig. 3. The flowchart illustrates of K-Medoids 

 

The algorithm then checks whether any data points have changed clusters. If the change in the positions 

of medoids is less than a predefined threshold (Δ), the algorithm considers the clusters to have converged and 

stops further iterations. If there are significant changes, the process of calculating distances, assigning data 

points to clusters, and updating medoids is repeated. 

This iterative process continues until the medoids stabilize, indicating that the clusters have reached their 

optimal configuration. The final output is the clusters with their respective medoids. This approach ensures 

that the algorithm minimizes the dissimilarity within clusters, providing a robust and efficient clustering 

solution that is less sensitive to outliers compared to K-Means. 
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2.6. Model Evaluation  

In the evaluation model, the process involves several critical steps to assess the effectiveness and accuracy 

of the clustering model. Fig. 4 illustrates the evaluation model, capturing the key components and flow of the 

evaluation process. 
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Fig. 4. Hyperparameter Model Evaluation Workflow 

 

The flowchart illustrates the model evaluation process for clustering (Fig. 4). The evaluation process 

begins by specifying the type of evaluation metric to be used, either the Silhouette Score or the Davies-Bouldin 

Index, which are essential for assessing the quality of the clusters. The clusters are then calculated based on 

the chosen clustering algorithm and hyperparameters. Next, the selected evaluation metric is calculated for 

each cluster. The Silhouette Score measures how similar a data point is to its own cluster compared to other 

clusters, with higher scores indicating better-defined clusters. The Davies-Bouldin Index measures the average 

similarity ratio of each cluster with respect to other clusters, with lower values indicating better clustering 

performance. 

A decision point then determines whether new metrics or hyperparameters need to be evaluated. If a new 

evaluation is needed, the clustering process is repeated with the updated settings. The calculated metrics are 

compared to identify the best clustering performance. This iterative process ensures that the evaluation is 

thorough, allowing for the identification of the optimal clustering configuration. The process includes a stop 

criterion, such as the Davies-Bouldin Index being below a certain threshold, to ensure that the clustering 

continues until satisfactory quality is achieved. Once the stop criteria are met, the optimal clustering results are 

identified, indicating that the best possible clustering configuration has been achieved. The evaluation process 

concludes, providing the final assessment of the clustering model. Through this comprehensive and iterative 

evaluation process, the flowchart ensures that the clustering model is rigorously assessed, leading to the 

identification of the best clustering configuration for mapping Indonesia's primary energy supply. 

 

3. RESULTS AND DISCUSSION  

3.1. Results 

In this stage, we present experimental results and explore the primary energy supply proportions in 

Indonesia using clustering techniques and the Davies-Bouldin Index (DBI) evaluation metric. The research 

method involves applying various clustering algorithms, such as K-Means, Fast K-Means, X-Means, and K-

Medoids, with diverse measure types including Mixed Measures and Numerical Measures. These algorithms 

use different metrics such as Euclidean Distance, Canberra Distance, and Chebychev Distance, among others. 

The evaluation is conducted by measuring the DBI of the clustering results to assess the quality of the clusters 

produced by each algorithm. This context allows us to understand how the subsequent results and discussions 

will address the effectiveness and suitability of different clustering algorithms in mapping the proportions of 

primary energy supply in Indonesia. 

The objective of this research is to apply clustering techniques with a hyperparameter approach to explore 

Indonesia's primary energy data. The aim is to map energy supply patterns, identify the geographical 
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distribution of energy resources, and provide a deeper understanding of the energy structure across various 

regions of Indonesia. Thus, this study aims to significantly contribute to decision-making related to strategic 

planning, infrastructure development, and the formulation of sustainable energy policies in Indonesia through 

the use of clustering techniques and the Davies-Bouldin Index (DBI) evaluation metric. The processed results 

can be seen in Table 3 (K-Means), Table 4 (Fast K-Means), Table 5 (X-Means), and Table 6 (K-Medoids). 

Table 3 (Fig. 5) shows excellent clustering performance with several distance measures. Measures like 

Mixed Measures, Euclidean Distance, Canberra Distance, Chebychev Distance, Dynamic Time Warping 

Distance, Kernel Euclidean Distance, Manhattan Distance, Generalized Divergence, and Squared Euclidean 

Distance all achieve a low DBI of 0.065, indicating tight and well-separated clusters. Correlation Similarity, 

with a high DBI of 2.137, performs poorly, suggesting it may not be suitable for this dataset. Cosine Similarity 

and Jaccard Similarity show moderate performance with DBIs of 1.021 and 0.400, respectively. Some metrics 

have unknown DBI values, indicating a need for further analysis. 

 

Table 3. Results from the K-Means Analysis 
Measures Types Davies Bouldin 

Mixed Measures Mixed Measures 0.065 

Nurmerical Measures EuclideanDistance 0.065 

CanberraDistance 0.065 

ChebychevDistance 0.065 

CorrelationSimilarity 2.137 
CosineSimilarity 0.121 

DiceSimilarity unknwon 

DynamicTimeWarpingDistance 0.065 

InnerProductSimilarity unknwon 

JaccardSimilarity 0.400 

KernelEuclideanDistance 0.065 

ManhattanDistance 0.065 

MaxProductSimilarity unknwon 

OverlapSimilarity unknwon 
Bregman Divergences GeneralizedDivergence 0.065 

KLDivergence unknwon 
Mahalanobis Distance 0.151 

SquaredEuclideanDistance 0.065 

 

 
Fig. 5. Graph of K-Means Analysis 

 

Table 4 (Fig. 6) shows the K-Means (fast) algorithm also demonstrates excellent clustering quality with 

several distance measures, such as Mixed Measures, Euclidean Distance, Canberra Distance, Chebychev 

Distance, Dynamic Time Warping Distance, Manhattan Distance, Generalized Divergence, and Squared 

Euclidean Distance, all achieving a low DBI of 0.065. Cosine Similarity performs relatively well with a DBI 

of 0.121. Jaccard Similarity and Mahalanobis Distance provide moderate clustering quality with DBIs of 0.400 

and 0.396, respectively. Kernel Euclidean Distance shows less effective clustering with a DBI of 0.473. Some 

measures have unknown DBI values. 
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Table 4. Results from K-Means (fast) Analysis 
Measures Types Davies Bouldin 

Mixed Measures Mixed Measures 0.065 

Nurmerical Measures EuclideanDistance 0.065 

CanberraDistance 0.065 

ChebychevDistance 0.065 

CorrelationSimilarity Unknown 
CosineSimilarity 0.121 

DiceSimilarity Unknown 

DynamicTimeWarpingDistance 0.065 

InnerProductSimilarity Unknown 

JaccardSimilarity 0.400 

KernelEuclideanDistance 0.475 
ManhattanDistance 0.065 

MaxProductSimilarity Unknown 

OverlapSimilarity Unknown 
Bregman Divergences GeneralizedDivergence 0.065 

KLDivergence Unknown 

Mahalanobis Distance 0.396 
SquaredEuclideanDistance 0.065 

 

 
Fig. 6. Graph of K-Means (fast) Analysis 

 

Table 5 (Fig. 7) shows the X-Means algorithm performs excellently with several distance measures, 

including Mixed Measures, Euclidean Distance, Canberra Distance, Chebychev Distance, Dynamic Time 

Warping Distance, Kernel Euclidean Distance, Manhattan Distance, Generalized Divergence, and Squared 

Euclidean Distance, all achieving a low DBI of 0.065. Cosine Similarity shows relatively good performance 

with a DBI of 0.121. Jaccard Similarity and Mahalanobis Distance exhibit moderate clustering quality with 

DBIs of 0.400 and 0.396, respectively. Correlation Similarity performs poorly with a high DBI of 2.137. Some 

metrics have unknown DBI values. 

Table 6 (Fig. 8) shows the K-Medoids algorithm shows excellent clustering quality with several distance 

measures, such as Mixed Measures, Euclidean Distance, Chebychev Distance, Dynamic Time Warping 

Distance, Manhattan Distance, Generalized Divergence, and Squared Euclidean Distance, all achieving a low 

DBI of 0.067. Canberra Distance and Cosine Similarity have slightly higher DBIs of 0.099, still showing 

relatively good clustering quality. Correlation Similarity and Kernel Euclidean Distance exhibit moderate 

clustering quality with a DBI of 0.118. Mahalanobis Distance has a higher DBI of 0.156, indicating less 

effective clustering. Some measures have unknown DBI values. 
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Table 5. Results from X-Means Analysis 
Measures Types Davies Bouldin 

Mixed Measures Mixed Measures 0.065 

Nurmerical Measures Euclideandistance 0.065 

Canberradistance 0.065 

Chebychevdistance 0.065 

Correlationsimilarity 2.137 

Cosinesimilarity 0.121 
Dicesimilarity Unknown 

Dynamictimewarpingdistance 0.065 

Innerproductsimilarity Unknown 

Jaccardsimilarity 0.400 

Kerneleuclideandistance 0.065 
Manhattandistance 0.065 

Maxproductsimilarity Unknown 

Overlapsimilarity Unknown 

Bregman Divergences Generalizeddivergence 0.065 

Kldivergence Unknown 

Mahalanobis Distance 0.396 
Squaredeuclideandistance 0.065 

 

 
Fig. 7. Graph of X-Means Analysis 

 

Table 6. Results from K-Medoids Analysis 
Measures Types Davies Bouldin 

Mixed Measures Mixed Measures 0.067 

Nurmerical Measures EuclideanDistance 0.067 

CanberraDistance 0.099 

ChebychevDistance 0.067 

CorrelationSimilarity 0.118 
CosineSimilarity 0.099 

DiceSimilarity Unknown 

DynamicTimeWarpingDistance 0.067 

InnerProductSimilarity Unknown 

JaccardSimilarity Unknown 

KernelEuclideanDistance 0.118 
ManhattanDistance 0.067 

MaxProductSimilarity Unknown 

OverlapSimilarity Unknown 
Bregman Divergences GeneralizedDivergence 0.067 

KLDivergence Unknown 

Mahalanobis Distance 0.156 
SquaredEuclideanDistance 0.067 
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Fig. 8. Graph of K-Medoids Analysis 

 

3.2. Discussions 

From the analysis across all tables, it is evident that the choice of distance measure significantly impacts 

the clustering quality for each algorithm. Measures like Euclidean Distance, Chebychev Distance, Dynamic 

Time Warping Distance, Manhattan Distance, Generalized Divergence, and Squared Euclidean Distance 

consistently show excellent performance across different algorithms. These measures indicate that the clusters 

are well-defined and separated. 

The Fig. 9 shows the comparison graph of the Davies Bouldin Index values for various measurement 

types using K-Means, K-Means (fast), X-Means, and K-Medoids clustering methods reveals some interesting 

findings. Firstly, Correlation Similarity consistently shows the highest Davies Bouldin Index values in the K-

Means and X-Means methods, indicating the worst clustering performance for this measurement type. 

Additionally, Mahalanobis Distance also exhibits relatively high values in the K-Means (fast), X-Means, and 

K-Medoids methods, indicating suboptimal performance. 

 

 
Fig. 9. Comparative Analysis of the Davies Bouldin Index for Various Clustering Methods 

 

Kernel Euclidean Distance in the K-Means (fast) method stands out with significantly higher values 

compared to other methods, indicating poor performance. Meanwhile, Canberra Distance and Cosine Similarity 

have slightly higher values than most other measurements but remain lower than Correlation Similarity and 

Mahalanobis Distance. On the other hand, measurements such as Euclidean Distance, Chebychev Distance, 

Dynamic Time Warping Distance, Manhattan Distance, Generalized Divergence, and Squared Euclidean 

Distance consistently show low Davies Bouldin Index values across all clustering methods, indicating better 
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clustering performance. Although the K-Medoids method tends to show slightly higher values compared to 

other methods for some measurements, these values remain within an acceptable range. 

Selecting the appropriate distance measure is crucial for achieving optimal clustering quality. The 

consistent performance of certain measures across different algorithms highlights their robustness and 

suitability for a wide range of datasets. This analysis underscores the importance of tailoring the distance 

measure to the specific characteristics of the data and the clustering task at hand, ensuring robust and 

meaningful clustering 

 

4. CONCLUSION 

This research demonstrates the effectiveness of clustering techniques with a hyperparameter approach in 

mapping Indonesia's primary energy supply. By applying various clustering algorithms and evaluating them 

with the Davies-Bouldin Index, the study identifies the most suitable methods for analyzing complex and varied 

energy data. The findings highlight the importance of selecting appropriate distance measures to achieve 

optimal clustering quality. The insights gained from this analysis can significantly enhance decision-making 

in energy planning, infrastructure development, and the formulation of sustainable energy policies. This study 

lays a foundation for further research in detailed and holistic energy data analysis, supporting the efficient 

management of energy resources in Indonesia. 
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