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 Mental retardation or brain weakness is a condition of children who 

experience mental disorders. There are several characteristics to know the 

child has mental retardation. When entering a school, teachers are expected 

to be able to determine the right class for mental retardation students 

according to their category. Data mining is the process of finding patterns in 

selected data using artificial intelligence and machine learning. Algorithm 

C4.5 is one of the classification techniques in data mining. C4.5 can be used 

to create decision trees and classify data that has numeric, continuous, and 

categorical attributes. But C4.5 has the disadvantage of reading large amounts 

of data and cannot rank every alternative. PSO is an optimization algorithm 

for feature selection that can improve performance in data classification. 

Therefore, this study proposes an algorithm that can overcome the 

weaknesses of C4.5 by combining PSO. This study aims to classify a class of 

new mental retardation students using a combination of C4.5 as a 

classification and PSO as a feature selection to determine the attributes that 

affect the level of accuracy. The contribution of this research is to make it 

easier for the school to determine the new class of mental retardation students 

so that it is appropriate and according to their needs. The classification 

process in this study uses a combination of C4.5 and PSO. The validation 

used in this model is 10-fold cross-validation, and the evaluation uses a 

confusion matrix. This study resulted in an accuracy of C4.5 before using 

PSO of 91%. While the accuracy of C4.5 uses a PSO of 93%. Of the 20 

attributes, there are 6 attributes that affect the level of accuracy. This study 

shows that PSO can be used to implement feature selection and increase the 

accuracy value of C4.5 by 2%. 
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1. INTRODUCTION  

Education is an attempt to help the development of children [1]–[3]. Every human being has the right to 

get an education, including children with special needs, one of which is mental retardation children [4]–[6]. 

Mental retardation or what is often referred to as brain weakness, mental retardation, and idiot, is a condition 

of children who have mental disorders [7]. Mental retardation children have intelligence below the normal 

average [3]–[6]. Mental retardation children experience difficulties in learning and social adjustment to their 

surroundings because they cannot achieve full development [8]–[10]. Mental retardation children have 

deficiencies in terms of adaptive skills, such as the ability to communicate, self-help, social skills, self-

direction, self-safety, and academics [4]. 

One form of special education for children with special needs is special education [5]. This extraordinary 

educational institution is called an extraordinary school (Sekolah Luar Biasa) [3] where mental retardation 

children can develop their potential and receive guidance from teachers who understand mental retardation, 
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such as learning about communication, socialization, self-help, and life skills [1], [5]. Because the 

characteristics of mental retardation children are varied and numerous, a classification method is needed to 

help and facilitate the school in accepting new mental retardation students according to predetermined criteria 

quickly and precisely [4], [11]. 

Data mining is the process of looking for patterns or interesting information in selected data using 

statistical, mathematical, artificial intelligence, and machine learning techniques [12][13] and using certain 

methods to extract and identify useful information and knowledge from large databases [14][15]. One of the 

tasks that can be performed using data mining is classification [16][17]. The purpose of classification is to 

predict the trend of data that will appear in the future [18]. There are several classification methods such as 

decision tree classifier, naïve Bayes, neural network, KNN, and others [12][17]. One of the data mining 

classification techniques is the C4.5 algorithm. The C4.5 algorithm can be used to create decision trees and is 

an algorithm specifically for supervised learning [19]. C4.5 algorithm can be used to classify data that has 

numeric, continuous, and categorical attributes [20][21]. The application in the health sector is classifying 

children with special needs based on the characteristics that exist in children with special needs [14] and 

classifying self-care problems correctly for the diagnosis of children with disabilities [22]. The application in 

the education sector is the classification of the student's study period [23]. 

The C4.5 algorithm has a weakness in reading large amounts of data and cannot rank each alternative 

[24]–[26], so it is necessary to optimize the algorithm for feature or attribute selection to improve performance 

in data classification [27]. The purpose of feature selection is to increase the number of features by eliminating 

redundant features or by selecting the most useful features to increase classification simplification. One of the 

optimizations used to improve the accuracy of the C4.5 algorithm is Particle Swarm Optimization (PSO) [20], 

[28]. Each particle in the PSO tends to fly towards a better search area during the search process. C4.5 will be 

combined with the PSO algorithm which is used as a more effective attribute selection because it uses several 

parameters so that computation time becomes fast and is expected to produce better accuracy values [29], [30]. 

One of its applications is in classifying under-five nutrition, the PSO algorithm is used to select attributes from 

the under-five nutritional status data combined with the C4.5 algorithm to find optimal parameters [30]. 

This study aims to classify classes for new mental retardation students using a combination of C4.5 as a 

classification and PSO as feature selection and to find out what attributes affect identifying new mental 

retardation students. This study will display the final results of class division from the calculation of the 

combined algorithm, namely class 1C for mild mental retardation students and class 1C1 for moderately mental 

retardation students. The data used in this research is new student identification data obtained from SLB Negeri 

1 Pelaihari. The contribution of this research is to make it easier for the school to determine a new class of 

mental retardation students by using identification that has been done before so that it is appropriate and 

according to needs. 

 

2. METHODS  

The method used in this study is described using a flowchart. This research has several stages, starting 

from identifying the problem, data collection, data analysis, design and implementation, and testing. These 

stages are shown in Fig. 1. 

 

Data collection

Identification data for new mental retardation students

Data analysis

- Attribute selection using PSO

- Classification using C4.5

Design and Implementation

RapidMiner application

Testing

Finish

Identification of problems

Start

 
Fig. 1. Research Flowchart 
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2.1. Identification of Problems 

The initial stage of this research is to identify the problem. In this study, we will find out whether the 

combination of the C4.5 algorithm and Particle Swarm Optimization (PSO) can solve the problem being 

researched to determine the class for new mental retardation students. 

 

2.2. Data Collection 

The data used in this research is secondary data. Secondary data is data that is already available so that 

finding and collecting data can be obtained more easily and quickly [31][32]. The data used was obtained from 

SLB Negeri 1 Pelaihari, namely identification data for new mental retardation students totaling 100 data and 

consisting of 20 categorical type attributes. This data collection conforms to the identification of the 

characteristics of prospective new mental retardation students. Table 1 contains data on the identification 

characteristics of mental retardation students. 

 

Table 1. Characteristic Data for Mental Retardation Students 
Attribute Characteristics 

A01 IQ 50-70. 

A02 Two times in a row did not go to class. 

A03 Still able to read, write, and do simple math. 

A04 Low imagination. 

A05 They are less able to control their feelings. 

A06 They are easily influenced. 

A07 Inability to think logically. 

A08 Unable to think abstractly. 

A09 Concentration is less or not for long, about less than 15 minutes. 

A10 Personality was less harmonious. 

A11 Have an IQ of 25 to less than 50. 

A12 Almost no initiative. 

A13 They are only able to read single sentences. 

A14 They have difficulty in calculating simple calculations. 

A15 Can't concentrate (less than 10 minutes) and gets bored quickly. 

A16 Weak motor. 

A17 Spoken language is weak or unclear or inhibited. 

A18 Dirty and lack of understanding of cleanliness. 

A19 They do not understand compassion, justice, and manners. 

A20 They have clinical features of down syndrome. 

 

2.3. Data Analysis 

This research aims to determine the class for new students with mental retardation using PSO to select 

features at the beginning to get more optimal results and then classify using C4.5 to classify the target class. 

These stages are shown in Fig. 2. 

Using PSO to calculate the transfer velocity [33][34] can be seen in (1), and the position of the particles 

in PSO can be seen in (2). Where 𝑉𝑖(𝑡) is the velocity of particle 𝑖 during iteration 𝑡, 𝑋𝑖(𝑡) is the position of 

particle 𝑖 during iteration 𝑡, 𝑋𝑃𝑏𝑒𝑠𝑡𝑖 is the best position of particle 𝑖, 𝑋𝐺𝑏𝑒𝑠𝑡  is the global best position, 𝑐1 and 

𝑐2 are learning rates for individual ability (cognitive) and social influence (group), then 𝑟1 and 𝑟2 are random 

numbers with values between 0 and 1. Fig. 3 shows the PSO stages in selecting attributes. 

 𝑉𝑖(𝑡) = 𝑉𝑖(𝑡 − 1) + 𝑐1𝑟1 [𝑋𝑃𝑏𝑒𝑠𝑡𝑖 − 𝑋𝑖(𝑡)] + 𝑐2𝑟2 [𝑋𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑖(𝑡)] (1) 

 𝑋𝑖(𝑡) = 𝑋𝑖(𝑡 − 1) + 𝑣𝑖(𝑡) (2) 

After the attributes are selected, then the classification process is carried out using C4.5 [36][37]. Equation 

(3) is used to calculate the number of class cases and the entropy value of all cases, where 𝑆 is the case set, 𝑛 

is the number of partitions 𝑆, and 𝑝𝑖 is the proportion of 𝑆𝑖 to 𝑆. Then, calculate the entropy value and gain 

value for each attribute. The highest gain value is the attribute that becomes the root of the decision tree to be 

made. Equation (4) is used to calculate the gain value, where 𝐴 is the attribute, |𝑆𝑖| is the number of cases on 

the 𝑖-th partition, and |𝑆| is the number of cases in 𝑆. After the entropy and gain values is calculated for all 

attributes to get the highest gain value, the process can be repeated for each branch until all cases on the branch 

have the same class. Fig. 4 shows the classification using the C4.5 algorithm. 
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 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ − 𝑝𝑖 𝑥 𝑙𝑜𝑔2𝑝𝑖

𝑛

𝑖=0

 (3) 

 𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆𝑖|

|𝑆|
 𝑥 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)

𝑛

𝑖=0

 (4) 

 

Attribute selection:
Selecting attributes using PSO

Remove unselected attributes

Classification of data using C4.5

Became 2 classes: 1C and 1C

Evaluation using the confusion matrix

Finish

Identification data for new mental retardation students

Start

 
Fig. 2.  Algorithm Used in Research Flowchart 

 

Start

Initialize the particle's position and velocity

Evaluate the fitness value using the fitness formula

Define and update gbest and pbest

Calculate and update the particle velocity

Calculate and update particle positions

Criteria met?

Show gbest, optimal solution

Finish

no

yes

 
Fig. 3. PSO Attribute Selection Flowchart [35] 
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Start

Create attribute

Test the attributes by looking for entropy and gain values

Highest gains?

Finish

yes

no

Partition the data according to the selected attribute based on the highest gain

Highest gain as root

Branch determination

Decision tree

 
Fig. 4. Flowchart of Classification Using C4.5 [38] 

 

2.4. Design and Implementation 

At this stage, a model is implemented to determine classes for new mental retardation students using a 

combination of the C4.5 algorithm and the Particle Swarm Optimization (PSO) algorithm and will be 

implemented using RapidMiner tools. 

 

2.5. Testing 

At this stage, algorithm testing will be carried out. The data that has been collected is then classified using 

the C4.5 algorithm and the Particle Swarm Optimization (PSO) algorithm. Algorithm testing is carried out 

using the confusion matrix model to determine the level of classification accuracy of the data being tested. 

 

3. RESULTS AND DISCUSSION  

This research aims to build a class classification model for new mental retardation students using a 

combination of C4.5 and Particle Swarm Optimization (PSO) attribute selection using the RapidMiner tool. 

 

3.1. Data Classification Using C4.5 

The initial data classification in this study was carried out using the C4.5 algorithm. The "class" attribute 

is a label and the evaluation process uses k-fold cross-validation 10 times which will be separated into training 

data and testing data with sampling type using shuffled sampling [35][39]. The application of this classification 

uses several parameters because the use of parameters will affect the results of the accuracy of C4.5 [37][40]. 

The C4.5 parameters used are criterion, maximum depth, minimum leaf size, minimum size for split, and 

minimum gain. The parameters to be used can be seen in Table 2. 

 

Table 2. Parameters C4.5 
Parameters Values 

Criterion Information gain 

Maximal depth 5 

Minimum leaf size 2 

Minimum size for split 4 

Minimum gain 0 
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After determining the parameters to be used, then data processing is carried out as shown in Fig. 5. Then, 

the performance results of the C4.5 algorithm can be seen in Tabel 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. C4.5 Algorithm Implementation Model 

 

Table 3. Performance Results From The C4.5 Model 
 True C True C1 Class Precision 

Pred. C 39 4 90.70% 

Pred. C1 5 52 91.23% 

Class Recall 88.64% 92.86%  

Accuracy : 91% 

Precision : 90.06% 

Recall : 92.14% 

 

From the application of the C4.5 model above and the parameters used, an accuracy of 91%, a precision 

of 90.06%, and a recall of 92.14% are obtained. Based on the data in Tabel 3, it is known that class C data is 

correct and predicted by class C as many as 39 data, class C data predicted by class C1 is 4 data, class C1 data 

is predicted by class C as many as 5 data, and class C1 data is correct and Class C1 predictions total 52 data. 

After that, a decision tree is obtained from the application of the C4.5 algorithm model. The decision tree 

can be seen in Fig. 6. 
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Fig. 6. Decision Tree from C4.5 Algorithm 

 

3.2. Data Classification Using C4.5 with PSO 

Data classification begins by using k-fold cross-validation 10 times as an evaluation process which will 

be separated into training data and testing data with sampling type using shuffled sampling. The C4.5 parameter 

used is the same as before, which can be seen in Table 2. The PSO parameters used are population size, the 

maximum number of generations, inertial weight, local best weight, and global best weight. The PSO 

parameters used can be seen in Table 4. After determining the parameters to be used, then data processing is 

carried out as shown in Fig. 7.  

 

Table 4. Parameters PSO 
Parameters Values 

Population size 5, 10, 15, 20, 25, 30, 35 

Maximum number of generations 30, 35, 40, 45, 50, 55 

Inertial weight 1 

Local best weight 1 

Global best weight 1 

 

After implementing the C4.5 and PSO combination model, PSO was tested 9 times using predetermined 

parameters. Table 5 below shows that the performance of the C4.5 algorithm with PSO produces the best 

accuracy value of 93% when the population size is 30 and the maximum number of generations is 50 with an 

execution time of 19 seconds. 

 

Table 5. Test Results Using Different Population Sizes and Maximum Number Of Generations 
Test PSO Parameters Accuracy Execution Time 

1 Posize=5, generate=30 92% 2 second 

2 Posize=10, generate=30 92% 4 second 

3 Posize=15, generate=35 92.% 7 second 

4 Posize=15, generate=40 92% 7 second 

5 Posize=20, generate=40 93% 10 second 

6 Posize=25, generate=45 92% 14 second 

7 Posize=25, generate=50 92% 14 second 

8 Posize=30, generate=50 93% 19 second 

9 Posize=35, generate=55 92% 28 second 
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Fig. 7. Implementation Model Using C4.5 with PSO 

 

And also produces a precision of 92,46% and a recall of 96%. Based on the data in Table 6, it is known 

that class C data is correct and predicted by class C is 39 data, class C data is predicted by class C1 is 2 data, 

class C1 data is predicted by class C is 5 data, and class C1 data is a correct and predictable class C1 amounted 

to 54 data. The performance results of the C4.5 model with PSO can be seen in Table 6. 
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Table 6. Performance Results From The C4.5 with PSO Model 
 True C True C1 Class Precision 

Pred. C 39 2 95.12% 

Pred. C1 5 54 91.53% 

Class Recall 88.64% 96.43%  

Accuracy : 93% 

Precision : 92.46% 

Recall : 96% 

 

In this study, a feature selection algorithm is needed because of the 20 attributes used, it turns out that not 

all attributes can affect the resulting level of accuracy. The results of attribute weighting using PSO at the best 

accuracy can be seen in Table 7. 

 

Table 7. PSO Feature Selection Weighting Results 
Attributes Weight 

A01 0 
A02 0 
A03 0.050 
A04 0 
A05 0.754 
A06 0.966 
A07 1 
A08 0 
A09 1 
A10 0.650 
A11 0 
A12 1 
A13 1 
A14 1 
A15 0.505 
A16 0 
A17 1 
A18 0.705 
A19 0 
A20 0.631 

 

Based on the data in Table 7, there are 20 attributes used. Attributes that have a weight value of 1 are 6 

attributes, there are A07, A09, A12, A13, A14, and A17. While the attributes that have a weight value of 0 are 

7 attributes, there are A01, A02, A04, A08, A11, A16, and A19. An attribute with a value of 1 allows it to 

significantly influence the accuracy results, while an attribute with a value of 0 does not affect the accuracy 

results. 

 

3.3. Analysis Evaluation and Model Validation 

From the results of algorithm C4.5 with PSO, and algorithm C4.5, a comparison of classification 

performance is obtained in Table 8 below. Based on the data in Table 8 it is known that the classification using 

C4. 5 with PSO produces a better accuracy rate of 93% compared to classification using C4.5 without 

optimizing feature selection using PSO, namely 91%. As well as producing precision from 90.06% to 92.46%, 

and recall from 92.14% to 96%. Applying PSO to feature selection increases accuracy by 2%, precision by 

2.4%, and recall by 3.86%. 

 

Table 8. Performance Comparison 
Performance Accuracy Precision Recall 

C4.5 91% 90.06% 92.14% 

C4.5 with PSO 93% 92.46% 96% 

 

By comparing previous research on classification using algorithm C4.5 [23] and self-care diagnosis for 

children with special needs in the health sector [22] without using any optimization methods. The case in this 
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study also shows that the C4.5 algorithm can work well for a classification model by combining PSO as a 

feature selection, namely determining classes for new mental retardation students using. 

In this study, PSO worked well for selecting existing attributes and increasing the accuracy of the model 

applied. PSO removes redundant features and selects the most useful features to increase classification 

simplification. When compared with previous research [22], the data used in this study has advantages in the 

input data used. 

 

4. CONCLUSION 

This study uses the C4.5 algorithm and a combination of C4.5 and PSO. The data used in this research is 

the identification data of new mental retardation students obtained from SLB Negeri 1 Pelaihari. This study 

focuses on the application of the PSO algorithm as feature selection in the C4.5 data mining classification 

method. The validation used in this model is 10-fold cross-validation, while the evaluation of the model in this 

application uses a confusion matrix. 

The results of this study show that the accuracy produced by C4.5 before using PSO for C4.5 optimization 

is 91%. The results of the accuracy of C4.5 using a PSO of 93% using parameters, namely a population of 30 

and a maximum number of generations of 50 with an execution time of 19 seconds. Of the 20 attributes used, 

there are 6 attributes resulting from the PSO feature selection that can affect the results of accuracy, namely 

A07, A09, A12, A13, A14, and A17. This study shows that the PSO algorithm is proven to be used for feature 

selection implementation and increases the accuracy value of the C4.5 algorithm by 2%. 

From this research, it is hoped that it will be useful and can be used by the school to prepare classes for 

new mental retardation students. For further research, you can try using different datasets, more attributes, and 

using other optimization algorithm methods so that they can produce a higher level of accuracy. 
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