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 Gross Domestic Product (GDP) is an indicator that becomes a benchmark for 

a country's economic performance. One of the factors that significantly affect 

GDP is export activity. However, the problem that occurs is that the export 

value is relatively fluctuating, this is because commodity prices are always 

changing every time. Therefore, we need a system that can predict commodity 

prices accurately. The research contributions are to compare performance of 

several methods in commodity forecasting and build a system using artificial 

intelligence approach based on compared methods that has ability to forecast 

export commodities prices. In this study performance of several methods such 

as Decision Tree, Random Forest, and Long Short-Term Memory (LSTM) 

are compared to determine the best method in forecasting several export 

commodities in Indonesia. The commodities that were forecasted are the main 

commodities from each sector that dominates exports in Indonesia, namely 

palm oil from the manufacturing sector, coffee from the agricultural sector, 

and coal from the mining sector. The experiments in this study were 

conducted by testing several hyperparameters to determine the best model. 

To evaluate models, Root Mean Squared Error (RMSE), Mean Absolute 

Error (MAE), and Mean Absolute Percentage Error (MAPE) are used. The 

results show that LSTM has the lowest error among other methods with 

MAPE of 0.121, 0.494, and 0.282 in forecasting coal, coffee, and palm oil 

price respectively. Therefore, LSTM has proven to be the best method among 

Random Forest and Decision Tree in forecasting export commodity prices in 

Indonesia.  
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1. INTRODUCTION  

The growth of the goods production and services provision in the country's economic area can show the 

economic development of a country [1]-[3]. Production is considered to grow if, within a certain time interval, 

it can provide added value to the economy in the area concerned for production [4]. One of the indicators used 

to measure the added value is Gross Domestic Product (GDP) [1]. GDP is an indicator that becomes a 

benchmark for a country's economic performance [1], [4], [5]. One of the factors that significantly affect GDP 

is export activities [6]-[8]. In Indonesia, export activities are dominated by several commodities such as palm 

oil, coffee, and coal [9]-[11]. However, the problem that occurs is that the export value is relatively fluctuating. 

This is because commodity prices are always changing every time [12]. Based on this, we need a system that 

can predict commodity prices accurately so that it is hoped that the government can make appropriate export 

policies based on predictions of commodity prices in the future. 

Several research related to commodity price forecasting has been done previously [13]-[18]. In 2020, Liu 

et al. conducted research on copper price prediction using Decision Tree [16]. In this study, the prediction of 

copper commodity prices on the Dow Jones Index was carried out using the Decision Tree. This study shows 

that the Decision Tree has a good performance with a mean absolute percentage error below 4% [16]. In 2019, 
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Manjula and Karthikeyan also conducted research on predicting gold price using Machine Learning techniques 

[17]. The results of this study indicate that Random Forest has the best accuracy compared to other algorithms 

[17].  Another study was conducted by Sabu and Kumar in 2020 on predicting Arecanuts prices [18]. The result 

indicates that LSTM has the best performance among other methods [18].  

However, forecasting that was conducted in these studies are limited to one commodity hence the best 

method from each of these studies has not been tested and compared on forecasting other commodities yet. As 

a result, performance of aforementioned methods in forecasting other commodities have not been analyzed yet. 

Therefore, this study aims to propose a forecasting system for export commodities prices in Indonesia made 

using an artificial intelligence approach by comparing several methods based on previous studies, namely 

Decision Tree, Random Forest, and LSTM. Data used in this study are from several export commodities price 

in Indonesia. Experiments also conducted using various hyperparameters of each method to determine method 

with best performance. Commodities forecasted in this study are the main commodities that dominate exports 

in Indonesia, namely palm oil from the manufacturing sector, coffee from the agricultural sector, and coal from 

the mining sector [9]-[11]. The research contributions are to compare performance of several methods in 

commodity forecasting and build a system using artificial intelligence approach based on compared methods 

that has ability to forecast export commodities prices. 

 

2. METHODS  

This research was conducted in several steps that started from collecting the data and preparing it to make 

sure that the data is feasible to be processed by Decision Tree, Random Forest, and LSTM, then the algorithms 

are trained using several hyperparameters to determine the best models. After that, the models are tested and 

evaluated. The flowchart of research methodology is visualized in Fig. 1 and the details are elaborated in this 

section. 

 
 

Fig. 1. Research Method Flowchart 

 

2.1. Export Commodity Price Dataset 

This study used data on commodities prices for coffee, palm oil, and coal taken from the 

www.investing.com website to train and test models. Due to limited data on palm oil prices, the period of data 

used in this study is from January 2011 to July 2022. The overview of this data is presented in Table 1. 
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Table 1. Data Overview 
Commodity Date Close Open Highest Lowest Volume Change% 

Coal 

07/01/2022 388.00 388.00 388.00 388.00 0.01K 0.53% 

06/30/2022 385.95 380.00 390.00 380.00 0.01K 1.57% 

06/29/2022 380.00 389.00 390.00 380.00 0.04K -3.43% 

… … … … … … … 

Coffee 

07/01/2022 228.45 232.85 232.85 227.90 0.07K -0.72% 

06/30/2022 230.10 227.85 231.65 227.85 14.05K 0.81% 

06/29/2022 228.25 218.00 230.20 217.55 26.70K 4.82% 

… … … … … … … 

Palm Oil 

07/01/2022 108.43 106.01 109.34 104.56 305.34K 2.52% 

06/30/2022 105.76 109.70 110.45 105.10 362.89K -3.66% 

06/29/2022 109.78 111.86 114.05 109.22 322.06K -1.77% 

… … … … … … … 

 

Two different time frames were used in this study, daily and monthly. A total of more than 2000 daily 

data and 100 monthly data from each commodity are processed using three different methods with various 

hyperparameters that are used in this study. 

 

2.2. Data Preparation 

At this stage, the data was prepared before entering the processing stage. Some of the steps that are carried 

out at this stage include adjusting the data type, identifying the presence of empty values and outliers, and 

handling them [19]. After that, due to the significant range difference in the value scale of the data in the 

"Volume" and "Change%" columns, a scaling feature was carried out so that the data scale in each column is 

the same. This is done because the difference in scale in the data will make the prediction model less than 

optimal [20]. Furthermore, the data were divided into train data for model training process and test data for 

model evaluation with a split percentage of 80 and 20 respectively. 

 

2.3. Decision Tree 

As shown in its name, this algorithm resembles a data structure which is Tree [21], [22]. In general, there 

are two types of decision trees, namely the classification decision tree which is used to make predictions with 

discrete outputs and the regression decision tree which is used to make predictions with continuous outputs 

[21], [23]. The algorithm uses a hierarchical structure whose process starts from the root node towards the leaf 

[24]. Each branch in the algorithm states the conditions that must be met [25]. To determine the root node, it 

is necessary to calculate the entropy of the data and the gain of each attribute contained in the data [23]. The 

attribute that has the highest gain will be set as the root node.  

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)  =  ∑ −𝑝𝑖 × 𝑙𝑜𝑔2𝑝𝑖

𝑛

𝑖=1

 
(1) 

 𝐺𝑎𝑖𝑛(𝑆, 𝐴)  =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)  − ∑
|𝑆𝑖|

|𝑆|
× 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)

𝑛

𝑖=1

 
(2) 

The formula to calculate 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 and 𝐺𝑎𝑖𝑛 are shown in (1) and (2) respectively, where 𝑆 is the dataset 

case, 𝑝𝑖  is the proportion of samples, 𝑛 is number of 𝑆 partitions, 𝐴 is the feature, |𝑆𝑖| is number of instances 

with value 𝑖 of attribute 𝐴, and |𝑆| is number of instances in dataset 𝑆 [25]. 

 

2.4. Random Forest 

This is an algorithm that includes an ensemble method that can perform classification and regression 

using bagging techniques [17], [26]. This algorithm was first introduced by Breiman in 2001 by combining 

Bagging theory with classification decision trees and regression decision trees [27], [28]. This algorithm is 

formed by combining several decision trees to lower the variance [29], [30]. All trees that are constructed in 

this algorithm are individual and the average output of each tree was defined as the final result of this algorithm 

[27]. 

This algorithm is efficient because every tree that was constructed is a binary tree with a maximum 

distance from the root to the terminal node, this distance is also known as the maximum depth [26]. One of the 

advantages of this algorithm is that it has feature engineering capabilities that function to distinguish the most 
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vital features inside data [17], [31]. This feature selection process is conducted randomly while the tree is 

growing [31].  

 

2.5. Long Short-Term Memory 

In general, the architecture of this algorithm is the advance form of a conventional Recurrent Neural 

Network (RNN) [32]-[35]. This algorithm is superior to RNN because it can perform better in remembering 

long periods of information, this is because LSTM has memory cells that can be manipulated [33]. LSTM has 

four main components, namely memory cells, forget gates, input gates, and output gates [36]. In the forget 

gate, the data entered will be determined whether to be used or discarded [37]. The determination will be made 

by the sigmoid activation function contained in the gate with an output of 1 if the data will be used and 0 if the 

data will be discarded.  

 𝑓𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (3) 

The determination of this formula is shown in (3). Where 𝑓𝑡 symbolize the forget gate of an LSTM unit, 

𝜎 symbolize activation function inside the unit, which is sigmoid, 𝑊𝑓 symbolize weight that applied in forget 

gate, ℎ𝑡−1 symbolize output resulted from previous LSTM unit, 𝑥𝑡 symbolize input from present LSTM unit, 

and 𝑏𝑓 symbolize bias in forget gate. Then at the input gate, there is a sigmoid activation function which will 

normalize the calculation of weight, bias, and input multiplication. In a memory cell, information stored in 

vector form, the formulas are shown in (4) and (5). 

 𝑖𝑡 =  𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (4) 

 �̌�𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (5) 

In (4) and (5), 𝑖𝑡 symbolize forget gate, 𝜎 symbolize sigmoid activation function, 𝑊𝑖 symbolize weight in 

input gate, ℎ𝑡−1 symbolize output resulted from earlier unit of LSTM, while 𝑥𝑡 symbolize input from present 

LSTM unit, 𝑏𝑖 symbolize bias in input gate, �̌�𝑡 symbolize a candidate for memory cell state, 𝑡𝑎𝑛ℎ symbolize 

the applied activation function, 𝑊𝑐 symbolize applied weight in cell state, and 𝑏𝑐 symbolize bias in cell state. 

Then at the output gate, the final output value from current unit of LSTM will be determined, the formulas are 

shown in (6) and (7). 

 𝑜𝑡 =  𝜎(𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (6) 

 ℎ𝑡 =  𝑜𝑡𝑡𝑎𝑛ℎ(𝑐𝑡) (7) 

In (6) and (7), 𝑜𝑡 symbolize forget gate, 𝜎 symbolize activation function, 𝑊𝑜 symbolize weight in output 

gate, ℎ𝑡−1 symbolize previous LSTM output, 𝑥𝑡 is input from current LSTM, 𝑏𝑜 symbolize output gate bias, 

ℎ𝑡 symbolize output from present LSTM unit, tanh symbolize the applied activation function, and 𝑐𝑡 is the cell 

state.  

 

2.6. Training using Decision Tree, Random Forest, and LSTM 

In the training process, experiments were conducted using various hyperparameters. Experiments using 

Decision Tree tested splitter and maximum depth as hyperparameters to determine the best model. In these 

experiments, there are two types of splitting strategies, “best” and “random”. The maximum depth that was 

tested in these experiments is 10, 20, 30, and 40. Experiments using Random Forest also use maximum depth 

as one of the hyperparameters since Random Forest are a combination of Decision Trees. The difference is 

Random Forest used several trees of 100, 200, 300, and 400. In experiments using LSTM, the hyperparameters 

used are the LSTM unit and dropout rate. In these experiments, several LSTM model tests using LSTM unit 

variations of 100 and 200 and dropout rates of 0, 0.2, 0.5, and 0.7. 

 

2.7. Testing using Decision Tree, Random Forest, and LSTM 

After the training process was completed, each model was tested by processing test data to forecast 

commodities prices. The performance of every model was measured using evaluation metrics used in this study. 

Performance comparison of every model was also conducted using both daily data and monthly data. The 

testing results will be evaluated and analyzed in the next stage. 
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2.8. Evaluation 

At this stage, model evaluation is carried out individually using Root Mean Squared Error (RMSE), Mean 

Average Error (MAE), and Mean Absolute Percentage Error (MAPE). The measurement conducted using these 

metrics was carried out to assess each method, thereby the best method was obtained. The formula of RMSE, 

MAE, and MAPE are shown in (8), (9), and (10) respectively [38]-[40]. 

 𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑛

𝑖=1

 (8) 

 
𝑀𝐴𝐸 =  

1

𝑛
∑|𝑦𝑖 − 𝑦�̂�|

𝑛

𝑖=1

 (9) 

 
𝑀𝐴𝑃𝐸 =  

1

𝑛
∑

|𝑦𝑖 − 𝑦�̂�|

𝑦𝑖

𝑛

𝑖=1

 (10) 

Where 𝑛 is total data points, 𝑦𝑖  symbolize actual value in 𝑖 − 𝑡ℎ, and 𝑦�̂� symbolize predicted value in i-th 

predicted value. 

 

2.9. Analysis 

The evaluation results are analyzed at this stage. Every experiment conducted in this study was compared 

to determine which model has the best performance alongside the hyperparameters that the model used. The 

best model is considered by the overall performance calculated using the average result of the model in 

forecasting each commodity price that was evaluated in the previous stage. 

 

3. RESULTS AND DISCUSSION  

The result of experiments conducted in this study is given in this section. There are two different data 

time frames for each commodity price data used in this study, those time frames are daily and monthly. Each 

time frame is trained and tested using a aforementioned methods. The details of the results are given in the 

following section. 

 

3.1. Results 

The first experiment conducted is using the Decision Tree, and the results are shown in Table 2. From the 

experiments using the Decision Tree, the overall average error of the model is lower when a greater number of 

maximum depth of the tree is used and these results are similar when using both the best splitter and random 

splitter. Decision Tree models that applied maximum depth with value of 20 had the lowest error among other 

models. This indicates that increasing the depth of the tree significantly improves the model’s performance, 

which means trees with a maximum depth of 20 forecasts was approaching the actual data.  

On the other hand, the use of different splitters caused different results for each commodity. From the 

results, there were two models with a maximum depth of 5 that has the best performance and this applies to all 

commodities. However, in experiment on forecasting coal price, model that applied maximum depth with value 

of 20 and using a random splitter are better than the model that applied maximum depth with value of 20 and 

using the best splitter but in coffee and palm oil result are the opposite. As shown in Table 2, in the daily time 

frame, the MAPE range of coal, coffee, and palm oil was 0.1-1.3, these results indicate that the best splitter did 

not always work best in every data. 

Using the same maximum depth variation as the Decision Tree and combined with total trees as 

hyperparameters, the result of experiments using Random Forest as the second model are shown in Table 3. 

Random Forest with 100 trees and a maximum depth of 20 achieved the lowest error with a MAPE of 0.189. 

The combination of multiple trees makes Random Forest performance is superior to a conventional Decision 

Tree. Nevertheless, according to Table 3, the performance of models with 100 trees is similar to the model with 

400 trees. This indicates that raising tree quantity does not improve the Random Forest performance 

significantly, because the results MAPE was still in the range of 0.18-0.19 in daily data. 

The forecasting results of LSTM are presented detailly in Table 4. RMSE, MAE, and MAPE are lower 

than the test results using previous methods. The cell memory of LSTM is playing important role in achieving 

these results as cell memory could remember a large amount of information. This gives LSTM an advantage 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 665 

  Vol. 8, No. 4, December 2022, pp. 660-669 

 

 

Export Commodity Price Forecasting in Indonesia Using Decision Tree, Random Forest, and Long Short-Term Memory 

(Shadifa Auliatama Harjanto) 

 

in forecasting time series data that has a long period. Both results in daily and monthly time frames show that 

models with 200 LSTM unit have better performance than models with 100 LSTM units. These results also 

indicate that increasing dropout did not improve nor affect the model’s performance significantly as shown 

that the model with 0 dropout rate achieved the best performance among others. 

 

Table 2. Commodities Price Forecasting Result Using Decision Tree 

Hyperparameter 
Commodities 

Coal Coffee Palm Oil 

Splitter 
Maximum 

Depth 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

Daily Data 

best 

10 0.396 0.240 0.235 5.179 2.318 1.106 0.851 0.620 0.665 

20 0.355 0.183 0.175 5.158 2.300 1.102 0.867 0.638 0.684 

30 0.355 0.183 0.175 5.046 2.275 1.097 0.867 0.638 0.684 

40 0.355 0.183 0.175 5.046 2.275 1.097 0.867 0.638 0.684 

random 

10 0.395 0.246 0.241 5.892 2.594 1.242 0.980 0.696 0.745 

20 0.332 0.167 0.154 5.990 2.735 1.309 0.933 0.675 0.720 

30 0.332 0.167 0.154 6.206 2.736 1.291 1.034 0.709 0.758 

40 0.332 0.167 0.154 6.206 2.736 1.291 1.034 0.709 0.758 

Monthly Data 

best 

10 9.707 5.400 5.147 16.493 11.229 5.988 6.855 5.657 6.144 

20 9.501 4.982 4.768 13.230 9.212 4.998 6.855 5.657 6.144 

30 9.501 4.982 4.768 13.230 9.212 4.998 6.855 5.657 6.144 

40 9.501 4.982 4.768 13.230 9.212 4.998 6.855 5.657 6.144 

random 

10 7.784 3.676 3.609 14.586 9.719 5.240 9.701 8.333 8.889 

20 8.165 4.285 4.283 13.924 9.285 5.065 7.485 5.872 6.292 

30 8.165 4.285 4.283 13.924 9.285 5.065 7.485 5.872 6.292 

40 8.165 4.285 4.283 13.924 9.285 5.065 7.485 5.872 6.292 

 

Table 3. Commodities Price Forecasting Result Using Random Forest 

Hyperparameter 
  Commodities  

Coal Coffee Palm Oil 

Trees 
Maximum 

Depth 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

Daily Data 

100 

10 0.373 0.248 0.241 4.846 2.215 1.064 0.807 0.606 0.652 

20 0.332 0.199 0.189 4.841 2.210 1.063 0.813 0.610 0.656 

30 0.346 0.210 0.199 4.840 2.210 1.063 0.812 0.609 0.655 

200 

10 0.375 0.248 0.242 4.847 2.216 1.065 0.807 0.605 0.651 

20 0.344 0.208 0.197 4.840 2.210 1.063 0.813 0.610 0.657 

30 0.357 0.215 0.202 4.842 2.212 1.064 0.813 0.610 0.656 

300 

10 0.374 0.248 0.241 4.847 2.216 1.065 0.808 0.607 0.653 

20 0.35 0.211 0.199 4.841 2.211 1.063 0.813 0.610 0.655 

30 0.348 0.210 0.199 4.841 2.211 1.063 0.813 0.610 0.656 

400 

10 0.378 0.251 0.243 4.847 2.216 1.065 0.807 0.606 0.652 

20 0.339 0.205 0.195 4.842 2.211 1.063 0.812 0.609 0.654 

30 0.344 0.208 0.197 4.841 2.212 1.064 0.813 0.610 0.656 

Monthly Data 

100 

10 2.278 1.818 1.901 12.939 8.290 4.413 6.125 5.240 5.639 

20 2.345 1.870 1.944 12.854 8.165 4.353 6.062 5.184 5.583 

30 2.345 1.870 1.944 12.854 8.165 4.353 6.062 5.184 5.583 

200 

10 2.133 1.743 1.852 13.157 8.443 4.492 6.032 5.140 5.550 

20 2.193 1.794 1.894 13.089 8.372 4.455 5.869 4.982 5.379 

30 2.193 1.794 1.894 13.089 8.372 4.455 5.869 4.982 5.379 

300 

10 2.068 1.684 1.798 13.159 8.513 4.542 6.117 5.194 5.619 

20 2.104 1.718 1.825 13.115 8.461 4.513 5.985 5.072 5.485 

30 2.104 1.718 1.825 13.115 8.461 4.513 5.985 5.072 5.485 

400 

10 2.085 1.703 1.814 13.132 8.459 4.506 5.937 4.962 5.377 

20 2.112 1.729 1.835 13.144 8.485 4.519 5.840 4.854 5.260 

30 2.112 1.729 1.835 13.144 8.485 4.519 5.840 4.854 5.260 
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Table 4. Commodities Price Forecasting Result Using LSTM 

Hyperparameter 
  Commodity  

Coal Coffee Palm Oil 

LSTM 

Unit 

Dropout 

Rate 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

Daily Data 

100 

0 0.149 0.120 0.121 1.841 1.005 0.517 0.359 0.263 0.282 

0.2 0.284 0.191 0.204 4.229 1.794 0.858 1.148 0.881 0.961 

0.5 0.375 0.302 0.320 5.375 2.641 1.329 1.398 1.073 1.143 

0.7 0.962 0.828 0.905 6.76 3.322 1.630 1.603 1.37 1.446 

200 

0 0.158 0.123 0.122 1.631 0.955 0.494 0.352 0.271 0.288 

0.2 0.452 0.407 0.410 3.29 1.383 0.658 0.662 0.564 0.587 

0.5 0.354 0.244 0.258 3.737 1.969 0.996 1.920 1.706 1.802 

0.7 1.853 1.659 1.607 4.608 2.304 1.125 1.555 1.303 1.392 

Monthly Data 

100 

0 3.857 3.637 4.198 11.801 7.400 4.041 4.669 3.787 4.073 

0.2 3.461 3.099 3.612 11.544 7.362 4.008 4.784 3.888 4.180 

0.5 4.275 3.956 4.626 11.539 7.770 4.278 4.770 3.824 4.127 

0.7 4.259 3.389 3.817 11.554 8.012 4.364 5.997 5.061 5.261 

200 

0 2.429 2.256 2.728 6.646 3.411 1.717 1.117 0.772 0.821 

0.2 1.325 1.253 1.458 7.940 3.351 1.606 1.180 0.788 0.835 

0.5 3.363 3.175 3.591 9.393 4.164 2.115 1.266 1.037 1.085 

0.7 2.950 2.540 2.756 5.249 3.075 1.613 3.230 3.036 3.194 

 

3.2. Discussion 

The best results from the Decision Tree, Random Forest, and LSTM are summarized in Table 5. In this 

table, the model with the lowest error from each method was considered the best in this study. The results of 

monthly data forecasting show significantly higher errors than daily data. This was caused by fewer monthly 

data than daily data in the same period, therefore these methods are trained with fewer data in forecasting the 

monthly price of each commodity. In general, LSTM has the best performance among other methods. In daily 

time frames, the best LSTM model in this study achieved MAPE of 0.121, 0.494, and 0.282 in forecasting coal, 

coffee, and palm oil prices respectively. 

 

Table 5. Best Results Comparison 

Commodity 

 

Time 

Frame 

  Model  

Decision Tree Random Forest LSTM 

RMSE 

(%) 

MAE 

(%) 

MAP

E (%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

RMSE 

(%) 

MAE 

(%) 

MAPE 

(%) 

Coal 
Daily 0.332 0.167 0.154 0.332 0.199 0.189 0.149 0.120 0.121 

Monthly 7.784 3.676 3.609 2.068 1.684 1.798 1.462 1.077 1.135 

Coffee 
Daily 5.046 2.275 1.097 4.841 2.211 1.063 1.631 0.955 0.494 

Monthly 13.230 9.212 4.998 12.854 8.165 4.353 4.407 2.917 1.554 

Palm Oil 
Daily 0.851 0.620 0.665 0.807 0.605 0.651 0.359 0.263 0.282 

Monthly 6.855 5.657 6.144 5.840 4.854 5.260 1.376 1.126 1.205 

 

The best result from this study is superior compared to previous studies in forecasting commodities prices. 

Based on research that was conducted by Herrera et al. in 2019, their Random Forest model has the best 

performance with a MAPE of 8.148 [41]. In 2020, Novanda et al. experiments on forecasting coffee prices, 

and the result was their ARIMA model had the best performance with a MAPE of 3.760 [42]. Another study 

was also conducted by Nhita et al. on forecasting agricultural commodities and their FLNN model optimized 

using the Artificial Intelligence Bee Colony algorithm has the best performance with MAPE of 7.68 [43].  

 

4. CONCLUSION 

From the experiments conducted in this study show that LSTM has the best performance in forecasting 

Indonesia’s export commodities compared to other methods. In experiments using the Decision Tree and 

Random Forest, higher value of maximum depth seems to be improved the model’s performance. However, 

the overall result from these two methods shows that the performance of Random Forest in forecasting export 

commodities in Indonesia is marginally superior to Decision Tree. Significant results are achieved by LSTM 

models from this study, supported by the outcomes based on the best LSTM model which have MAPE of 
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0.462, 0.483, and 0.348 in forecasting coal, coffee, and palm oil prices in this study respectively. For future 

work, more data commodities can be used to give comprehensive performance comparisons in commodity 

price forecasting. Various methods (particularly for the deep learning approach) and hyperparameters also can 

be implemented to determine the most fitting model for commodity price forecasting. 
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