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A BSTRA C T  

Prediction is the process of estimating something that is most likely to happen 

in the future based on previous and current knowledge that is owned, with the 

goal of minimizing the error. Prediction allows people to recognize and then 

solve difficulties that are occurring or are expected to arise. This study began 

with preparation, literature review, data collection, and knowledge discovery 

in databases (KDD). One of the processes is data mining using the K – Means 

method, which is critical for obtaining the research's results and conclusions. 

This research also uses the RapidMiner application as a comparison of the 

results with the results obtained by python coding.By using 4 clusters, 

products were categorized into 4 labels, namely very good products, good 

products, bad products, and very bad products.  The research resulted in 11 

products in the bad product category, 12 products in the good product 

category, 10 products in the very good category, and 18 products in the very 

good product category.  The very good product label was further clarified with 

visualization to show the best time to restock each recommended product. 
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1. Introduction  

Prediction is hunches of future events based on present circumstances while forecasts involve a 

probability statement, so forecasting is part of the prediction [1][2]. Prediction does not have to provide 

a definite answer to events that will occur, but rather tries to find answers as close as possible to what 

will happen [3]. Predictions have similarities such as classification and estimation, but a prediction will 

look for a new value in the future by observing past data [4]. The use of prediction analysis allows an 

experiment's designer to estimate the accuracy that should be obtained from the experiment before 

completing the experimental setup [5]. 

The assumption underlying prediction analysis is that once an experiment has been performed and 

data has been collected, the data will be examined using a method such as K – Means Clustering. Data 

mining is the process of looking through huge volumes of computer data with specific software to 

uncover valuable information, or the study of enormous amounts of information stored in a computer 

to seek patterns, trends, and etc [6], [7]. Data mining and Knowledge Discovery in Databases (KDD) 

are terms that are frequently used interchangeably to describe the process of extracting information from 

a very large but linked database, as well as the KDD process's schema [8]. Clustering is one of the 

techniques in data mining which means widely utilized in a variety of applications, including business 

intelligence, visual pattern recognition, web search, biology, and security [9]. Clustering is the process of 

grouping data objects into distinct classes known as clusters [7]. The cluster process is carried out without 

following the hierarchical process once the number of clusters has been determined. K – Means 

Clustering is the name given to this procedure [9], [10]. The K – Means clustering algorithm divides data 
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into k groups using a partitioning clustering method [11]. – Means is a widely used clustering algorithm 

in data mining. The K – Means clustering algorithm divides data into many clusters based on object 

similarity, which is often determined by attribute values [12], [13]. To find out the number of k that is 

suitable for the calculation of k means clustering, the elbow method is calculated. The elbow method 

itself is a heuristic for counting the number of clusters in a data collection. Plotting the explained 

variation as a function of the number of clusters, the procedure entails choosing the elbow of the curve 

as the appropriate number of clusters [14], [15]. 

Some research on predictions has been carried out, for example in [16] that aims utilize available data 

on the database in company X to be processed automatically by the application that is specialized for 

forecasting sales transactions with the Time Series method, [17] that aims predict weak students and help 

the university management to make strategy and decision making related to student's performance 

improvement. [18] proposed to classify the income of an area based on the APBD using the K – Means 

method. [19] proposed to create an application that can classify selling products and unsold products 

and perform analysis using the K – means method and [20] research aims that the clinicians can use the 

prediction as a recommendation when making medical decisions in diabetics.  

In this study, researchers conducted research on Heva Inc. which is a small-medium enterprise with 

several branches spread across the Special Region of Yogyakarta which sells fishes, aquariums, and other 

fishery-related items to be delivered across Java Island. In the midst of Covid-19 pandemic, Heva Inc. 

experienced a sales drop to 50% from previous year's sales thus causing new problems in the stock 

section. The problem is that the excess stock of goods causes the death of fish because it has not been 

sold for a long time. In order to solve this problem, an alternative way to be done is making predictions 

of new category of product sales and this prediction is made to make it easier for the stock provider part 

of Heva Inc. The grouping of data using the K - Means Clustering method was carried out using Google 

Collaboratory and the RapidMiner application as a comparison of results. RapidMiner itself is an open-

source software for knowledge discovery and data mining to find data according to the purpose of 

processing the data, not all existing algorithms can match or process existing data sets [19],[21]. The 

research wil be continued by make a visualization of the new labels that will be produced. 

2. Method  

2.1. Data Acquisition 

Descriptive analytical approach was used as the research method. Analytical descriptive research is a 

method that is used to describe or offer an overview of the object under investigation using data or 

samples that have been acquired in their natural state without analyzing and drawing generalizable 

conclusions. In other words, analytical descriptive research examines problems or focuses attention on 

problems as they are at the time of research, and the research findings are then processed and analyzed 

to form conclusions. The data collecting method was used to get the information needed for the 

investigation. The following are the data collection procedures used by the researcher in the research:  

2.1.1 Interview 

Interview method is a way of gathering data through interactions between researchers (assigned 

personnel) and research subjects, respondents, or data sources. For this research, the interviewees were 

the owner, the marketing and stock division team. This activity was carried out in order to learn more 

about product sales at Heva Inc. data from November 2019 to November 2021 were used for data 

mining calculations. 

2.1.2 Observation 

Observation as a technique or approach for obtaining primary data by directly witnessing the data 

object. The technique is taken by directly observing events in Heva Inc.'s product sales 
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2.1.3 Data Acquisition 

Literature Study is a data collection approach that involves completing a review study of books, 

literature, notes, and reports related to the subject at hand. Data is gathered directly from other sources, 

such as books, theses, journals, and other papers relevant to this research. 

2.2. Research Stage 

Flowchart in Fig. 1 depicts the stages of research. Describes the research process that will be used as 

well as the research in general 

 

Fig 1. Flowchart of Research Stage 

2.2.1 Preparation 

The object taken is sales products in Heva Inc., limitations must be identified, and a research strategy 

must be devised. 

2.2.2 Literature Study 

The literature review includes literature reviews and studies on sales forecasting and related topics. 
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2.2.3 Data Collection 

Data was gathered through interviews with the accounting, observation, and document divisions. 

Data collection from a set of operational data that must be completed before the stage of information 

extraction in KDD begins. The data collection in this study is the result of interviews with the owners 

of Heva Inc., the marketing division and the stock division as well as observing the data. The data is a 

weekly sales table from Heva Inc. 

2.2.4 Data Selection 

The term data selection aims at choosing data that should be stored during data collection or that 

should be shared/archived after the project is completed. The chosen data will be utilized for data mining 

and will be saved in a file separate from the operating database. The data used in this research are product 

sales in Heva Inc. during September 2019 until November 2021. 

2.2.5 Preprocessing 

Before the data mining process can be implemented, the preprocessing stage needs to be done, at 

this stage the data integration process will be done to combine data from different databases, then data 

cleaning will be done to produce a clean dataset so that it can be used in the next stage, namely mining. 

This stage is the initial stage of the KDD process. At this stage irrelevant data, missing values, and 

redundant data must be cleared. This is because relevant data, not missing value, and not redundant is 

the initial requirement in conducting data mining. A data is said to be missing value if there are attributes 

in the dataset that do not contain a value or empty, while the data is said to be redundant if in a dataset 

more than one record that contains the same value, after cleaning the data that is more qualified based 

on sales data. 

2.2.6 Transformation 

The Transformation stage is the stage of changing the data that has been selected, so that the data is 
suitable for the data mining process. The transformation process in KDD is a creative process and is 
highly dependent on the type or pattern of information to be searched in the database. At this stage, from 
all operational data, the attribute grouping data used for the data mining transformation process is 
obtained, namely the moon attribute and classification as the data criteria that are the targets in the mining 
process 

2.2.7 Data Mining Process (Clustering) 

This stage is a process of looking for interesting patterns or information in selected data using certain 

techniques or methods based on the overall KDD process. The method used in this research is the K – 

Means Clustering This stage includes checking whether the patterns or information found contradict the 

facts or pre-existing hypotheses. At this stage, the product sales pattern is obtained from the data mining 

process with the K – Means method, the pattern or information generated from the data mining process 

is in the form of rules obtained from the K – Means calculation. The ease with which the k-means 

clustering method works has led to its adoption in a variety of industries. The K – Means clustering 

algorithm divides data into k groups using a partitioning clustering method [10], [11]. The K – Means 

clustering algorithm has gained popularity due to its ability to cluster large amounts of data quickly and 

efficiently. In terms of clustering error, the K – Means algorithm 2nds locally optimal solutions. It's a 

quick iterative algorithm that's been used in a lot of clustering software. It's a point-based clustering 

algorithm that starts with the cluster centers at random positions and moves them at each stage to reduce 

clustering error. The method's fundamental flaw is that it is sensitive to the starting placements of cluster 

centers. As a result, numerous runs with different initial placements of the cluster centers must be 

scheduled in order to find near optimal solutions using the K – Means method [22]. K – Means is a 

widely used clustering algorithm in data mining. The K – Means clustering algorithm divides data into 

many clusters based on object similarity, which is often determined by attribute values. The goal of this 

approach is to reduce the objective function used in the clustering process, which aims to reduce 

variances within a cluster. Also, keep cluster variation to a minimum. K – Means clustering algorithm is 

divided into many steps, which are as follows:  
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• Enter the number of clusters. 

• Numeric attributes are the only ones that can be handled. 

There are two essential stages in the K – Means method: determining the central position of each cluster 

and searching for members of each cluster. The K – Means approach works as follows [5], [22]:  

• Calculate k, which is the number of clusters that will be produced 

• Set the initial centroid (cluster's center point) to k at random. 

• Using the Euclidean Distance formula, calculate the distance between each data point and its 

centroid. Equation (1) is used to calculate Euclidean distance. 

                          𝑑(𝑥, 𝑦) = √∑𝑘
𝑖=1 (𝑥𝑖 − 𝑦𝑖)2   (1) 

Where d = distance of value of the data, k = number of data, xi = data to i from testing and yi 

= data to I from training. 

• A centroid with the shortest distance will be assigned to each data set. 

• To find the location of the new centroid position, calculate the mean value of the data in the 

same centroid 

• If the new centroid's position differs from the previous centroid, repeat step 3. 

 

2.2.8 Interpretation 

Data interpretation (or can also be called evaluation) is examining data and arriving at relevant 

conclusions using various analytical methods. Data interpretation assists researchers in categorizing, 

manipulating, and summarizing information to answer critical questions. The pattern of information 

generated from the data mining process needs to be displayed in a form that is easily understood by 

interested parties. 

2.2.9 Result and Discussion 

The discussion at this point explains the outcomes of the data mining procedure, which was 

performed using the K – Means Clustering approach. 

2.2.10 Conclussion and Recomendation 

Draw conclusions from the research findings and make recommendations for the firm to improve 

3. Results and Discussion 

3.1. Data Collection 

The data obtained are 2 files. The first file is a hardcopy containing the number of weekly sales per 

product and the second file is a softcopy in excel form containing weekly sales per product so that both 

files are still raw. Then proceed with entering the data into excel for easy use by researcher. Based on the 

results of interviews and requests from Heva Inc. weekly sales results are calculated into monthly sales 

and produce raw data that is used as a dataset in this study 

3.2. Data Acquisition 

The data used in this research is product sales data from Heva Inc. for the last three years, 2019, 

2020, and 2021. Item Name and Month-Year are the attributes used to determine the group. To properly 

interpret the data, it is necessary to execute a data comprehension once the data selection is complete. 

The substantial decline that occurs each year in every product is clearly shown in table 1 below: 
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Table 1. Dataset for K – Means Clustering 

Product 

name 

September

2019 

Oktober 

2019 

November 

2019 

Desember 

2019 
Januari 2020 

Februari 

2020 
… 

November 

2021 

Ikan 

Botia 

 

105 

 

88 

 

100 

 

118 

 

58 

 

69 
… 

 

20 

Ikan 

Cupang 

 

119 

 

89 

 

118 

 

100 

 

65 

 

48 
… 

 

16 

Ikan 

Koi 

 

105 

 

111 

 

99 

 

96 

 

58 

 

52 
… 

 

25 

Ikan 

Black 

Ghost 

 

109 

 

110 

 

87 

 

109 

 

53 

 

48 

… 
 

31 

Ikan 

Manfis h 

 

88 

 

85 

 

118 

 

93 

 

49 

 

49 

… 

 

37 

… … … … … … … … … 

Undergrave

l filter 

 

 

93 

 

93 

 

109 

 

91 

 

70 

 

54 

 

… 

 

19 

 

3.3. Preprocessing 

Preprocessing and data cleaning are fundamental operations that include removing noise data. Before 

beginning the data mining process, it is necessary to clean the data that will be the focus of KDD. The 

cleaning process includes checking for missing values, NaN, and outliers in the dataset. 

3.3.1. Checking Missing Values 

In the process of checking for missing values, listing below is the syntax of checking missing value: 

1 df.isnull().sum()  

 

After running the syntax, it results that the dataset used is completely filled and there are no missing 

values. 

3.3.2. Checking Not a Number (NaN) 

Checking for NaN or Not a Number which is a numeric data type value that represents an undefined or 

unrepresented value [23]. Listing below is the syntax of checking NaN: 

1 df.isna().sum()  

 

After running the syntax, it results that the dataset used is completely filled and there are no NaN. 
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3.3.3. Checking Outlier 

The last process in the last preprocessing stage is checking outliers, which are observational data that 

appear with extreme values, either univariate or multivariate [23]. Fig. 2  below is the syntax of checking 

missing value: 

1 df1=df.select_dtypes(include=['float64', 'int64']) 

2 
sns.boxplot(x="variable", y="value", color='green',orient='v', 
data=pd.melt(df1))  

3 plt.tight_layout() 

 

Fig 2. Syntax Checking missing value 

The result of the outlier check can be seen in Fig. 3 , in the dataset there are no outliers so it can be said 

that the dataset is clean. 

 

      Fig 3. Result of Checking Outlier 

3.4. Transformation 

The transformation carried out is in the form of smoothing the columns in the data frame table by 

changing the Month-Year attribute to lowercase. The transformation is continued by changing the space 

(' ') in the month-year attribute to '_' to simplify the dataset processing.  The transformation process 

aims to simplify the dataset processing process. 

3.5. Data Mining (Clustering) 

K – Means clustering process begins with determining K or the number of clusters and the centroid 

or cluster center and continued by calculating the distance of each object with each centroid using the 

distance measured on the similarity size of objects in the cluster. The distance measure used in the K – 

Means method is the Euclidean distance in Fig. 4 
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Fig 4. Syntax distance measure used in the K – Means method is the Euclidean distance 

Experiments have been carried out by comparing the number of clusters used, namely 3 clusters (k = 3) 

and 4 clusters (k = 4). From the comparison of these clusters, the results are as in table 2 and table 3 

below: 

Table 2. Number of Products in Each Cluster for K = 3 

Clu

ster 

Cod

e 

Tri

al 1 

Tri

al 2 

Tri

al 3 

Tri

al 4 

Tri

al 5 

Tri

al 6 

Tri

al 7 

Tri

al 8 

Tri

al 9 

Tri

al 

10 

Tri

al 

11 

Tri

al 

12 

Tri

al 

13 

Tri

al 

14 

Tri

al 

15 

0 16 27 22 22 16 24 24 15 16 16 18 16 18 16 16 

1 11 24 5 5 11 27 18 19 11 12 11 12 17 11 22 

2 24 0 24 24 24 0 9 17 24 23 22 23 16 24 13 

 

Table 3. Number of Products in Each Cluster for K = 4 

Clu

ster  

Tri

al 1 

Tri

al 2 

Tri

al 3 

Tri

al 4 

Tri

al 5 

Tri

al 6 

Tri

al 7 

Tri

al 8 

Tri

al 9 

Tri

al 

10 

Tri

al 

11 

Tri

al 

12 

Tri

al 

13 

Tri

al 

14 

Tri

al 

15 

0 16 11 17 10 11 19 11 20 11 11 14 11 13 16 13 

1 8 12 9 14 12 6 15 15 12 15 10 12 18 15 18 

2 19 10 7 15 10 13 9 10 10 9 11 10 2 20 2 

3 8 18 18 12 18 13 16 16 18 16 16 18 18 18 18 
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Based on the results of k = 3 and k = 4 in the table above, it can be seen that the pattern of data 

changes at k = 4 is more stable than k = 3, especially in cluster 3 which has relatively the same and stable 

results.The last step in implementing Google Collaboratory is evaluating the best k value using the Elbow 

method. The elbow method itself is a method used to generate information in determining the best 

number of clusters by looking at the percentage of the comparison between the number of clusters that 

will form an elbow at a point [23]. The algorithm of Elbow Method in pseudocode in Fig. 5 

 

Fig 5. Syntax algorithm of Elbow Method in pseudocode 

Figure 6 explains that produces the best k when the Sum of Square Distance or the sum of the squares 

of the distances of each data to the centroid point is small, in this case k = 10. 

 

Figure 6. Result of Elbow Method shows that the k used in this study is not the best k because it does 

not indicate the angle 

3.5.1. RapidMiner Implementation 

Analysis was continued with the implementation using the RapidMiner application and experimented 

5 times. RapidMiner is used as a comparison of results with Google Collaboratory and as an analytical 

amplifier. Analysis using RapidMiner begins with entering the dataset into the application and continues 

with making designs as shown in Fig. 7 .The operator used is Multiply which is placed between the 

dataset and the K – Means Clustering operator. 

 

Fig 7. Design for K – Means Clustering on Rapid Miner 
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After making the design and running the clustering function, the clustering results will appear as shown 

in Fig. 8 . It can be seen in figure 6 that in cluster 0 there are 14items, cluster 1 are 16 items, cluster 2 are 

11items, cluster 3 are 10 items. 

 

Fig 8. Result of Cluster Model 

Fig. 9 below explains showing which products belong to cluster 0, cluster 1, cluster 2 and cluster 3 in 

each experiment.  

 

Fig 9. Result of Clustering with RapidMiner 

3.6. Interpretation 

Based on the results of the comparison between k = 3 and k = 4, then in this study used 4 clusters 

or k = 4. The labels that represent each cluster formed are cluster 0 is the Bad Product, cluster 1 is the 

God Product, cluster 2 is the Very Bad Product and cluster 3 is Very Good Product. The label is obtained 

from the average calculation on K – Means Clustering, if the average cluster has the best value, it means 

that the cluster belongs to cluster 3 or is labeled Very Good Product and so on. 

From 15 experiments using Google Collaboratory, obtained 4 experiments with same results, namely 

the 2nd, 5th, 8th, and 11th experiments (for the results of each experiment can be seen in the 

attachment). Meanwhile, from 5 experiments using the RapidMiner application, the results were the 

same. So that the midpoint can be taken, that the results of the analysis using Google Collaboratory and 

RapidMiner researcher took data with dominant results, namely products that entered the Bad Product 

category are 11 products, Good Products are 12 products, Very Bad Products are 10 products and Very 

Good Products are 18 products. 

To examine how each product's sales changed over the course of a year, there was formerly a product 

visualization in the Very Good Product category (September 2019 - 2020). The ideal month to buy shares 

can be suggested using the information in this visualization. The visualization in Fig 10 below shows that 
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sales decreased in October 2019, but then started to increase in October and November. This was 

followed by a steep reduction in sales and a slight gain in July 2020. Sales of the products were very 

consistent after July. This demonstrates that the best months for product replenishment are November 

and July. 

 

Fig 10. Visualization in Very Good Products Category  

3.7. Result 

After analyzing the design with data mining stages to produce product category predictions using the 

K – Means algorithm, the research team carried out the actual data mining process to find out category 

predictions based on product sales data in November 2019, 2020, November 2021 at Heva Inc.. The 

results of the analysis namely cluster 0 is the Bad Product, cluster 1 is the God Product, cluster 2 is the 

Very Bad Product and cluster 3 is Very Good Product. Table 4  is the name of the product that has been 

included in each cluster according to the results of the clustering that has been done. 

Table 4. Results Details with RapidMiner 

Product Name Cluster Label 

Ikan Botia 3 Very Good Product 

Ikan Cupang 3 Very Good Product 

Ikan Koi 3 Very Good Product 

Ikan Black Ghost 2 Very Bad Product 

Ikan Manfish 0 Bad Product 

Ikan Swordtail 1 Good Product 

Ikan Lemon Kuning 2 Very Bad Product 

Ikan Lemon Biru 3 Very Good Product 

Ikan Guppy 2 Very Bad Product 

Ikan Neon Tetra 2 Very Bad Product 

Ikan Molly 1 Good Product 
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Product Name Cluster Label 

Ikan Platy 0 Bad Product 

Ikan Discus 3 Very Good Product 

Ikan Ranchu 3 Very Good Product 

Ikan Maskoki 2 Very Bad Product 

Ikan Oranda 0 Bad Product 

Ikan Komet 0 Bad Product 

Ikan Zebra 0 Bad Product 

Ikan Louhan 1 Good Product 

Ikan Sapu sapu 2 Very Bad Product 

Udang Blue Pearl 0 Bad Product 

Udang Yellow Fire 3 Very Good Product 

Udang Bamboo 0 Bad Product 

Ikan Arwana Silver 3 Very Good Product 

Ikan Arwana Super Red 1 Good Product 

Ikan Oscar 2 Very Bad Product 

Ikan Angel Fish 3 Very Good Product 

Ikan Barb  3 Very Good Product 

Ikan Botia Badut 3 Very Good Product 

Ikan Pedang 0 Bad Product 

Ikan Peacock Bass 2 Very Bad Product 

Ikan Corydoras 1 Good Product 

Water Wisteria 3 Very Good Product 

Java Moss 1 Good Product 

Java Fern 0 Bad Product 

Hornwort 3 Very Good Product 

Anubas Nana 3 Very Good Product 

Amazon Frogbit 1 Good Product 
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Product Name Cluster Label 

Amazon Sword 0 Bad Product 

Rough Horse Tail 3 Very Good Product 

Aquarium Kecil 2 Very Bad Product 

Aquarium Sedang 1 Good Product 

Aquarium Besar 1 Good Product 

Aquarium Custom 3 Very Good Product 

Filter Aquarium 1 Good Product 

Lampu Aquarium 1 Good Product 

Aerator 2 Very Bad Product 

Power Head 1 Good Product 

Heater 3 Very Good Product 

Stone 3 Very Good Product 

4. Conclusion 

Knowledge Discovery in Database (KDD) stage. Based on the results of data mining calculations 
using the clustering technique with the K – Means algorithm and analysis using the RapidMiner 
application, the results of the new group are as many as 11 products fall into the bad product category, 12 
products fall into good product category, 10 products fall into the very good category and 18 products 
fall into the very good product category. Based on the results of clustering, the very good product label is 
taken as a support for recommendations in the form of visualization of the best month to restock 
products. The visualization that has been done shows that the middle of the year can be the best time to 
restock product 
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