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A BSTRA C T  

The massive amount of information from the internet has revolutionized the 
field of natural language processing. One of the challenges was estimating the 
similarity between texts. This has been an open research problem although 
various studies have proposed new methods over the years. This paper 
surveyed and traced the primary studies in the field of text similarity. The aim 
was to give a broad overview of existing issues, applications, and methods of 
text similarity research. This paper identified four issues and several 
applications of text similarity matching. It classified current studies based on 
intrinsic, extrinsic, and hybrid approaches. Then, we identified the methods 
and classified them into lexical-similarity, syntactic-similarity, semantic-
similarity, structural-similarity, and hybrid. Furthermore, this study also 
analyzed and discussed method improvement, current limitations, and open 
challenges on this topic for future research directions. As the results, this 
paper highlighted the importance of selecting the appropriate preprocessing 
algorithms to reduce data dimensionality and also combining several 
algorithms to enhance the overall matching and detection process. 
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1. Introduction 

Finding text similarity between documents has been the dominant issue for decades. Two texts are 
similar when both have closeness in terms of character or meaning. Take an example, the phrase “the cat 
sits under the tree” with “there is a dog sit under the tree”. In order to determine whether or not these 
two phrases are similar, first, we can observe on the surface can consider the similar word. Both phrases 
have similar word levels with exactly four unique words: “the”, “sit”, “under”, “tree”. The type of 
similarity by considering the surface closeness without considering the word’s actual meaning is known 
as lexical similarity. Instead of comparing word by word between sentences, another approach determines 
similarity by focusing on the context. Let us consider another example: “The elephant eats mostly grass” 
and “Grass is the main food for elephant”. By just looking at the words, we understand that both 
sentences have different forms on the surface. However, considering the context, the phrases share similar 
meanings and information. The similarity on the basis of meaning or context rather than character is called 
semantic similarity. 

The evidence has shown the earlier similarity detection has been utilized to investigate plagiarism code 
in software by identifying the pattern of structure and syntax. Since the internet era in the 1990s, there 
has been a growing trend of text similarity detection for determining digital documents similarity. Previous 
studies have shown that similarity detection in a programming language has a slightly different method 
with digital documents, which is based on natural language. Similarity detection in programming language 
mainly focused on a developed metric based on several features, such as variables, expressions, statements, 
number of lines, and subprograms. However, recent trends in text similarity detection have been 
influenced by the growth of artificial intelligence, data mining, information retrieval, natural language 
processing, and soft computing. Hence, the present study in document similarity detection focuses not 
only on identifying copying text but also on determining the ideas presented in different words. 
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In this paper, we present an advanced survey in text similarity detection from articles paper started in 
2015. Investigation from an earlier study was reviewed by [1], but the papers limited the focus only to 
review plagiarism. This paper investigates text similarity detection in digital documents and highlights the 
significance of similarity patterns together with methods for detecting the similarity. Thus, the 
contributions of this paper are twofold. First, we presented a review of existing works that encompass the 
text similarity by various patterns, regardless of the purpose for finding similarity. Second, we described 
the methods for detecting similarity based on recent techniques. The review methodology of this paper 
will be explained in the following section. Then, the results and discussion of the are presented, followed 
by a conclusion section. 

2. Method 

This paper carried out a systematic literature review and investigated all available research evidence to 
better understand further challenges in text similarity detection. The design was based on the systematic 
literature review framework proposed by [2]. It begins with identifying initial research questions addressed 
in the study, followed by the searching process with inclusion and exclusion criteria. Then, the review 
protocol was developed to collect, analyze, and synthesize the data. Furthermore, the research questions 
and motivation to find challenges and opportunities addressed in this literature review are as follows: 

1) RQ1. What are the main issues addressed in text similarity research? 

2) RQ2. What are the available methods proposed in the existing literature? 

3) RQ3. What are the current limitation and future challenges for text similarity research? 

Since the research questions were developed to focus the review, the following description, such as 
population, intervention, outcomes, and context, are required to sharpen the results. The population in 
this paper is document, system, application, and software. The intervention includes text similarity, 
document similarity matching, similarity detection, methods, techniques, and datasets. Successful finding 
text similarity and accuracy detection are the outcomes, while the studies in industry and academia will be 
chosen as the context for the review. Based on the research questions above, we exclude the discussions 
regarding the best methods or performance of accuracy metric from the existing methods. However, we 
discuss the improvement of existing methods solved the issues raised. 

 

Fig. 1. Systematic literature review process 

 

As shown in Fig. 1, we performed some activities to collect the research papers included in this review. 
The first activity is selecting an appropriate set of databases. In order to find the relevant articles, the 
following digital databases are used: ACM Digital Library, IEEE eXplore, ScienceDirect, and Springer. 
Afterward, we queried from the selected digital libraries using a defined search string. Construction of 
search strings is identified from research questions, population, and intervention. The following search 
string was used for querying the results: 

(document OR text OR system OR software) AND (lexical OR semantic) AND  
(similar* OR match* OR detect* OR plagiarism) 

Select databases

(ACM, IEEE, ScienceDirect, 
Springer)

Define search string Refine search process

Retrieve initial results (374)
Exclude articles based on 

title and abstract (162)
Final list for primary study 

(84)
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The search string was adjusted according to the specific requirement of databases. Then, a refinement 
was conducted using the selection criteria by searching on title, keyword, and abstract. The period of 
searching was limited to 2015 until 2021. We only included full research articles published in journals to 
ensure our survey covers primary sources or original materials. Hence, we excluded all articles that 
appeared in conferences, proceedings, book chapters, case reports, and short communications. The 
articles were limited only to English.  

The initial results after refinement were 374 papers. The first screening from title and abstract had 
resulted in 162 articles. Further screening from the full text was conducted by searching for studies without 
a robust methodology, validation, experimental results, and context other than text similarity matching. 
Finally, 84 articles are collected for the final study in this paper. 

3. Results 

This section summarizes the results of the study along with answers to the problem questions in this 
study. Using the searching procedure above, we have identified 84 articles as the final listed papers for 
further investigation. The annual distribution of the papers in our literature searching is presented in Fig. 
2. The trend was declining in 2018, but more papers were published after that. The overall trend over 
time of the publishing frequency had shown that the publication numbers are growing over time. Up to 
now, the studies in text similarity detection are still prevailing within the academic community. The most 
active journals covering text similarity topics are IEEE Access (9) and Expert System with Applications 
(6). They were followed by Empirical Software Engineering, Information Processing and Management, 
Journal of Biomedical Informatics, and Knowledge-Based Systems with four articles respectively. From 
the selected studies, articles that contributed the most citation on text similarity detection are Al-Anzi [3], 
Pilehvar [4], and Al-Smadi [5]. It should be noted that in terms of the most active researchers, we 
recognized Ragkhitwetsagul [6], [7] and Vani [8], [9], who contributed very well in our listing. 

Fig. 2. Annual distribution of primary articles 

 

3.1. Research Issues 

There are many issues covered in the selected studies papers. We identified issues that need to be 
addressed in each paper carefully. Based on their appearance and classified into six following research 
topics: 

1) Similarity detection methods. By far, this is the most widely investigated issue from the selected papers. 
The studies in this group challenge the problem of finding the best method to identify the part of the 
text that is similar within a context [10], [11]. Another problem that needs to be addressed is related 
to finding in what way precisely a part of the text can be recognized as same as others [12]. The 
researchers commonly used filtering to reduce the number of comparisons by skipping the potentially 
similar parts in the document [13]. 

2) Discover similarity patterns. The focus of this area is to find the similarity structures, rules, or patterns 
from the suspicious document. Finding the similarity pattern is advantageous for early recognition 
before conducting a deeper similarity checking. The tasks in this area include explaining the pattern 
of similarity, finding the rules, and recognizing the content structure based on the document. The 
simple method to discover the pattern is by brute force the suspected text and compare the patterns 
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with already known patterns [14]. Another critical issue in this area is constructing the pattern in a 
cluster or a semantic network structure [15]. 

3) Develop corpus or knowledge base. A corpus is an extensive collection of structured text that is usually 
stored in a database. The presence of a corpus in text similarity research is a consequence, as presented 
in the previous issue. There are several free and publicly available online corpus in English, like 
WordNet [9], Microsoft [16], Reuters [13], Standford [17], and PAN [11]. The problem in this group 
includes a corpus development for specific needs [18]–[20] or corpus for non-English languages [3], 
[21]. As external knowledge, some studies combined several sources of corpus for their research [22]. 

4) Performance evaluation. The main issue in this criteria relates to measuring the proposed method’s 
performance for a presented problem. The answer for this problem is complicated and often needs 
comparison with previous results as the baseline for comparison. Many evaluation methods are 
presented in the literature, but the majority evaluate the method in terms of robustness, accuracy, and 
time. The common methods among performance metrics are matching accuracy, precision, recall, 
granularity, and F1-measure [8], [3], [23], [24]. Contrary to accuracy, several studies analyze the 
performance with respect to the error metrics by employing root mean square error (RMSE) and 
failed detection ratio (FDR) [11], [25]. In addition, the processing time was measured by counting the 
execution time when running the proposed methods with various inputs. However, the result of 
execution time is often limited by the resources, hardware, and runtime environment [26]. Another 
reported study compared the accuracy results with an external system like Turnitin [27]. 

3.2. Fields of Applications 

The increasing amount of data and information has rapidly expanded the application of text similarity 
matching. As shown in Fig. 3, the text similarity has been applied in many areas. For many years, the 
plagiarism detection system has been the most popular application among research papers [28], [29]. Although 
the plagiarism detection system has been available for many years, the rapid development of the internet 
to access a vast number of electronic documents has facilitated plagiarism. The forms of plagiarism have 
varied over time. The research areas that receive increasing attention are cross-language plagiarism 
detection [18], applying heuristic and machine learning methods [28], [30], multiple data sources corpus 
[12], adaptive and automatic plagiarism detection [24], [31]. 

 

Fig. 3. The application areas of text similarity matching 

 

Text similarity is also useful to identify the relevant topic from a given document. Relevant document 
retrieval is essential for some domains. An example of this application is legal information retrieval to find 
legal document similarity [32], [33]. The source of legal information is derived from various documents, 
such as court transcripts, legislation documents, verdicts, and judgment generated from the legal process. 
These documents are required for developing argumentation and decision making for a legal professional. 
Another example is in scientific research for patent application [34]. In order to issue a patent, examiners 
compare all previous patents and articles that are relevant to the application. Due to the long span period 
of collected documents, some language changes and has new meaning or concepts. Hence, the process 
of document retrieving has become more complex. 

In the medical domain, text similarity can be applied matching patients to clinical trials [35] or drugs [36]. 
The existing approach for matching is often time-consuming for medics and patients. The source of 
unstructured information can be found from progress notes, discharge summaries, pathology, or radiology 
reports. Another application in the medical domain is the development of automatic Q&A systems using 
text matching [23]. The syntax and meaning of medical words are more complex, with many complicated 
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medical terms to extract. Meanwhile, the text in Q&A is short and increases the difficulty of retrieving the 
correct information.  

The practice of automatic essay scoring and grading using text similarity matching is widely used in massive 
learning systems nowadays. Essay scoring or grading is often operated as an e-learning extension for 
student assignments. The utilization saves instructors time and provides immense feedback to students. 
The reference collection in this approach is the collection of academic documents. Some studies 
developed their own collection and separated the reference from the internet to focus only on giving 
detailed analysis related to the query document [22]. The challenge in this area is not only for detecting 
plagiarism but also for advising the students’ work and recommending the appropriate score [37].  

Text similarity also has a considerable impact on recommender systems to guide the user with appropriate 
content based on their preferences. By using references from user ratings and reviews, the recommender 
system uses text similarity for matching the user profile. Recommender system can be implemented for 
e-commerce [25], [38], online repositories [39], [40], or part of the specific system like in [41] for 
supporting emergency response plan. 

 

3.3. Approaches 

There are two general approaches to determine text similarity: intrinsic detection and extrinsic detection [1], 
[42]. Intrinsic detection examines dissimilarities within a document, while extrinsic detection examines 
similarities across documents [11]. The generic process of the intrinsic detection approach analyzes the 
input documents without comparing them to a collection of documents. This approach employs a 
complete analysis known as stylometry. The purpose is to examine the changes in writing style and thus 
identify the author of the document [43]. Extrinsic detection differs from intrinsic detection in terms of 
source of the document collection. The reference collection in extrinsic detection consists of documents 
or other resources used for contrasting suspicious documents. Apart from these approaches, text 
similarity detection can be viewed as an information retrieval task with the basis of the query from small 
keywords to large documents. Fig. 4 (a) shows that the process of intrinsic detection only requires an 
input document without referencing collected documents. Then, text segmentation operates by dividing 
the document into smaller sections, paragraphs, sentences, or words. The stylometric inspect various 
aspect of the segmented text including frequency of words, characters types, semantic features, and 
context-specific keywords.  

The process of extrinsic detection is shown in Fig. 4 (b). It typically has two core inputs: suspected 
documents and collected documents. Before the system started to work on detecting a suspected 
document, the reference collection must be available in the system. The source of reference can be built 
from collected documents, web pages, or available corpus. The initial detection process is preprocessing, 
which aim to remove unwanted object in the document and keep only important information for further 
analysis. Then, similarity detection can be conducted in several ways, depending on the purpose of finding 
similarity, techniques, and application. Some studies proposed a hybrid approach by combining intrinsic 
and extrinsic to improve the accuracy of the results [6], [44]. 

Regarding the research method, the tasks of text similarity usually include measuring the similarity of 
the words, sentences, or segmented documents based on several features. The post-processing or 
evaluation phase is basically representing the comparison results that have been obtained before. The 
comparison can be presented in several ways, including showing the similar part, similarity form or 
pattern, degree of plagiarism, presenting possible sources, and ranking the results [7], [9], [19]. 

 

 

(a) Intrinsic approach 
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(b) Extrinsic approach 

Fig. 4. Generic approach for text similarity detection 

 

3.4. Preprocessing 

Preprocessing is an essential step in text similarity detection. The process aims to transform the text 
into a predictable and analyzable form for further analysis. The operation is a combination of removing 
unwanted objects and keeping required information in the domain of analysis. There are several types of 
preprocessing techniques available in the literature depending on the approach and domain. A detailed 
description of the typical preprocessing techniques is given in the following. 

1) Lowercasing. This process is one of the simplest but most effective forms for preprocessing [45]. For 
example, the words “Jakarta” and “jakarta” have similar meanings, but they represent two different 
words in the vector space model when not converted to the lower case. The implementation can 
reduce the dimensions and significantly improve the consistency of the output [20]. This operation is 
applicable to most text similarity approaches where the dataset is not very large.  

2) Tokenization & segmentation. Given a text sequence, tokenization aims to segment each written text into 
meaningful units, such as independent words, sentences, or topics. A simple step to segment text is 
to map each character into a set of individual keywords [46]. The implementation depends on the 
language, such as NLTK for English [47], UCAS for Chinese [48], [49], or HAC for Arabic [21]. It 
can also be mplemented to converted documents into a string of tokens [50] or chop paragraphs into 
unigrams and bigrams [24]. 

3) Stopwords removal. Stopwords are a set of commonly used words that have no concrete meanings in a 
language. Examples of stopwords in English are prepositions (“in”, “at”), pronouns (“she”, “he”), 
and articles (“an”, “the”). The rationale behind removing the stopwords is to help focus on the 
important words and improving accuracy. Hence, this process could reduce time and memory space 
for comparisons and increase the speed of processing. Among other operations, this operation is 
widely used for preprocessing as reported in [3], [12], [18], [20], [48].  

4) Stemming. The aim of stemming is to change the word into its base or root form. The word can be 
presented in various forms. For instance, “connection”, “connected”, and “connecting” stemmed 
into the word “connect”. The stemming helps to focus the language information and reduce the 
calculation for subsequent steps. The stemming process includes eliminating the prefixes and suffixes, 
changing words in different tenses (past, continuous), changing alternative spelling and error, and 
replacing multiple constructions of words (noun, verb). There are various algorithms for stemming 
in NLP, but they might not be applicable for all languages. The typical algorithm for English is the 
Porters and Lovins algorithm [47], [20]. The Indo-European language uses the Snowball algorithm 
[51], [12].  

5) Text cleaning. This preprocessing technique is rather complex, depending on the requirement. The 
operation typically applied for non-ASCII characters [5] or part of source code documents [50] which 
has unidentified text. The step is typically modified by discovering unwanted words, hyperlinks, 
header, hash-tags, unimportant identifiers, comments, and excess whitespace [39], [52]. 

6) Characters removal. This is also a widely used operation in preprocessing [3], [18], [20], [24]. A sentence 
often contains special characters or symbols, such as dot, colon, dash, or non-ASCII characters [45]. 
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Those characters do not contribute to measuring the similarity. Hence, this step removes all 
unnecessary characters with still maintains the structure of original texts [9], [17], [35]. 

7) Characters replacement. Some articles use different texts to share similar concepts. Depending on the 
context, this process will replace the symbols with their names and vice versa. For example, both 
“AI” and “Artificial Intelligence” have similar meanings, though they are different in words [16]. 
Some symbols need to be replaced with their names, such as ‘%” with percent, ‘1000’ with thousand 
[45], [46]. 

8) Format conversion. The early studies in text similarity matching often described format conversion from 
documents like PDF, DOC, and HTML into a structured format [42]. However, format conversion 
in a recent study is more related to converting the text into a customized data structure for further 
analysis. For instance, the conversion task in [46], [52] is to transform the whole document into some 
structured paragraphs with a unique IDE on the document’s physical structure. 

The preprocessing approaches above are typically employed for extrinsic detection. In contrast, the 
intrinsic detection often limits or avoid preprocessing step to maintain useful information within the 
document. For instance, intrinsic detection retains punctuation and keeps format differentiation to not 
lose the needed information for further analysis. 

 

3.5. Similarity Detection Method 

Regardless of intrinsic and extrinsic approaches, there are several different ways of detecting textual 
similarity. As shown in Fig. 5, the method for finding text similarity typically will fall into one of the 
following categories: lexical, syntactic, semantic, structural, and hybrid. 

1) Lexical-similarity method 

Lexical matching is a straightforward yet one of the most widely used methods for measuring text 
similarity. It encompasses character or word matching for providing similarity. The lexical similarity of 
two texts is measured by the degree of similarity between two sets of the same vocabulary. The two 
sentences with a complete overlap between the words will have a lexical similarity score of 1 (high). In 
contrast, a score of 0 (low) means no intersection of similar words between the two texts. String-based 
operates on character composition and string sequences, while term-based measures similarity or 
dissimilarity of shared terms. The common algorithms for term-based matching are Longest Common 
Subsequence (LCS), Levenshtein, and N-gram. LCS focuses on the length of the contiguous chain 
between strings. LCS measures the longest total length where appears in a similar order as in other strings 
[45]. Levenshtein also uses the distance factor to measure the similarity between two strings. The 
algorithm computes the edit distance when a part of the string is moved to another string instead of 
detecting a single change in the string. Previous studies have confirmed its effectiveness [22], [23], [26]. 
N-gram used a sequence of strings and measured the similarity of sub-sequence of n words from a given 
sequence text. The similarity in n-gram is measured on the basis of the distance between each character 
[21]. In [20] employs character-level n-gram for identifying paraphrase plagiarism on the passage level. 

 

Fig. 5. Classification of text similarity detection methods 

 

2) Syntactic-similarity method 

Syntactic is typically manifested as part of speech (POS) and operates at the word level. POS in English 
includes verbs, nouns, pronouns, adjectives, adverbs, prepositions, conjunction, and interjections. The 
aim is to measure the similarity words but ignore some common words to reduce the percentage similarity. 
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Hence, the information from the syntactic structure can be used to reduce the workload of subsequent 
semantic analysis [19]. The operation in syntactic matching considers the structure and relationship of the 
sentence for the analysis. This method works on sentence-level by utilizing PoS tagging to determine the 
syntactic structure of sentences [12], [20]. 

3) Semantic-similarity method 

The similarity in semantic matching is measured by the word meaning rather than the character 
similarity. In order to determine the degree of similarity meaning between words, the semantic 
information network was established through the collection of a knowledge base, corpus, or a 
combination of both [12], [44]. The challenge in the knowledge-based method is the way of calculating 
the similarity between two terms based on the information derived from knowledge sources. Several 
studies utilize WordNet and NLTK to measure common semantic similarity [4], [34]. Semantic similarity 
in the corpus-based method also measured the similarity, but the knowledge is derived from large corpora. 
The principle of distributional hypothesis is applied in semantic similarity. It means the similar words 
occurred together and frequently are expected to appear in similar contexts [53]. In earlier studies of 
semantic similarity, LDA, LSA, NGD, and vector are among the most popular method to compute 
semantic similarity [22], [43], [46]. However, the trend in recent studies exploits the neural networks to 
enhance the performance of semantic measurement. The commonly used techniques are CNN, LSTM, 
and transformer-based model [23], [45], [54]. 

4) Structural-similarity method 

Unlike previous methods that consider similarity in terms of words and meaning, the structural 
similarity uses the structure of information in the document as the point of analysis. With the growth of 
electronic documents, the structure of sentences tends to leave a fingerprint and pattern that can be used 
to find the similarity. Structural can be identified from the block and content of the document. Block can 
be gathered specifically from webpage documents, while the content is recognized in any document. 
Research in [55] has shown potential results when exploiting structural information to measure word 
order similarity. Their experiment reported that the structural information achieved good results and 
outperformed the string-based approach in a benchmark test. The structural similarity is also useful for 
detecting source code similarity. As reported in [56], [57], the structural information of source code could 
show the part of plagiarism modification. 

5) Hybrid method.  

Since each of the above methods has its advantage and disadvantage, researchers often proposed a 
hybrid model by combining two or more methods to improve the performance of the current text 
similarity method. For instance, the syntactic method has a basic limitation to identify plagiarism. Thus, 
the study in [9] proposed a combined syntactic and semantic method to identify fragmented plagiarism. 
The evaluation results show the potential use of the method for actual plagiarism cases. Furthermore, the 
challenge for non-English language is quite complex in terms of their recognized characters. The hybrid 
methods provide an opportunity to solve the problems. As reported in [5], the combination of lexical, 
syntactic, and semantic features effectively identifies paraphrases in Arabic. 

4. Discussions 

We have presented the issues, current application, and methods in the previous section. Furthermore, 
this section highlights several efforts to improve the existing problem and discusses the results focusing 
on answering the latest research question. 

 

4.1. Method Improvements 

There are a number of important method improvements in our investigation. We highlight the key 
methods used in many studies to improve the accuracy of their model. First, selecting the appropriate 
preprocessing algorithm to enhance the matching process. The proper preprocessing algorithm is a key step 
in this field. By manipulating or dropping unessential objects in the dataset, it will gradually reduce the 
problems in the following process. The preprocessing can be applied by reducing data dimensionality or 
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choosing the best feature in the data set. Different preprocessing methods have been proposed to reduce data 
dimensionality, but the task is typically classified into cleansing, editing, and reduction. This paper has 
presented several preprocessing methods for identifying and removing unneeded data. However, not all 
methods can contribute to improving the accuracy of the result. It is important to understand the dataset 
as the data from the real-world always have noise or missing values. 

Furthermore, an important step in preprocessing is a feature selection process. Machine learning uses 
feature selection to reduce the input variables to improve the performance and reduce computational cost 
of the model. Comparing to fine-tuning parameters or boosting algorithms, there is nothing similar to a 
good feature selection [58]. The feature selection is performed after removing unwanted information in 
the dataset to improve the efficiency of the algorithm. In [59], text filtering, segmentation, tagging, and 
stop word removing were used to clean the data. Then, feature selection was carried out, and resulted in 
nouns and verbs were retained in the experimental data. Some researchers have developed their own 
algorithms for this purpose. A study in [8] proposed two-phase feature selection by implementing rank-
based feature and heuristic approach. Classification is then performed once the best feature is selected. 

Another key method is combining several algorithms that have become a common trend in this field. 
Since the task of finding similarities has become sophisticated and more complex, a simple paraphrasing 
or idea adoption will need more effort to be recognized. Thus, a hybrid method is one of the most 
common procedures to resolve the issue. The combination of the methods can be implemented since 
preprocessing. The feature selection and extraction are generally exploited to reduce data complexity and 
improve the similarity measurement. The study in [59] has shown that using feature selection after 
preprocessing short text could improve the accuracy of the proposed model. 

As reported in [12], the hybrid approach combined between lexical, semantic, and syntactic similarity 
methods. The lexical corpus contains linguistic information between text documents was developed. 
Then, knowledge of semantic and syntactic was computed. The results have shown the capability to detect 
idea plagiarism, such as rewording, paraphrasing, verbatim copy, and sentence transformation. The 
practice of combining several methods is also common for detecting similarities in Arabic. Previous study 
has reported that the cosine similarity performed well in the Arabic language [3]. Combining this method 
with latent semantic indexing for providing semantic information could improve the classifier’s 
performance. Another proposed method by [8] has reported an effective plagiarism matching when 
integrating syntax-semantic text analysis along with structural and citation-based analysis. 

 

4.2. Future Challenges 

The focus of this section is presenting the limitation of the current study and further research 
opportunities. In our investigation, most research in this area dominates by proposing new methods to 
measure the text similarity problem. However, the remaining unsettled problems for a long time are (1) 
“How to determine the similarity of text?” and (2) “Which method is used to detect text similarity?”. 

In our analysis, the first challenge of text similarity is not about the way we find identical notation 
between texts. Instead, the challenge is how to define in what way the text are considered similar. With 
the increase of the information, the ways to judge similarity are increased too. For this reason, future 
studies need to specify the task and context before measuring the similarity. The task of detecting literal 
plagiarism from copying and pasting text can be measured using lexical similarity. When the task is finding 
idea plagiarism, the synonyms and varieties should be included in the judgment too. For example, the 
words “villa”, “mansion”, “barrack”, and “flat” are similar for the context house. Other words such as 
“laptop”, “server”, “mobile”, “desktop”, and “tablet”, although not being synonyms, still can be classified 
as the device. Without providing the context, the task of similarity measure will produce an uncertain 
judgment. When particular words have a strong correlation, they can be formed in a feature set which 
helps to improve understanding of the context. 

Furthermore, the second challenge is which method can be used for detecting a specific case of 
similarity. Regardless of the potential contribution, each method has own limitation and drawback. For 
instance, the strategy to combine several methods had the potential use to solve the problem. However, 
this approach will increase processing time and may not be suitable for all cases with time issues. Another 
problem is combining the heuristic and machine learning to improve processing performance. In reality, 



136 
ISSN 2086-8138 (print) | 2745-7249 (online) 

Jurnal Informatika 
Vol. 15., No. 3, September  2022, pp. 127-140 

 
 

Muhammad et al. (Revisiting the challenges and surveys in text similarity matching and..) 

the required data to improve performance is often not available. This cold start problem in the early stage 
of implementation has been a challenge for many researchers. The lexical similarity is powerful enough to 
detect similarity on the surface. Thus, the small fraction similarity from copy-paste activity will be 
recognized, but not the similarity from paraphrasing or idea adoption. In fact, most of the existing 
similarity detection systems fail to detect plagiarism from summary or paraphrasing. If the semantic and 
structural methods are included in the process, it will increase the time to find the similarity. Therefore, 
the above question will always be relevant, and understanding how the methods solve the problem domain 
is essential in this research domain. We realized various modern methods in data science have been 
available that might be out of our findings. The methods, such as logic-based, intelligent-based, and 
learning-based, were proven to deal with the finding pattern from the collection of information. More 
research is needed to explore the insights and establish a greater degree of accuracy on this matter. 

5. Conclusion 

Measuring text similarity has been one of the most challenging tasks in NLP. Many studies have 
proposed various methods for text similarity matching since the tasks have become increasingly more 
sophisticated. This paper attempts to present the discussion about related issues and advantages of 
available methods from the survey of the recent literature. Our analysis found that most studies in this 
field have attempted to investigate the appropriate similarity detection methods, discover similarity 
patterns, develop a corpus or knowledge base, or evaluate the proposed method’s performance. The text 
similarity also has broader application, mainly focused on plagiarism detector, to identify the topic from 
a document, for automatic essay scoring, and become integrated part of other systems, such as 
recommender systems. 

We continued the investigation by analyzing the most commonly used approaches and methods in 
this field. We recognized that each method has its benefit and drawback. Hence, selecting the best method 
is not possible without understanding the context of the document. The focus of recent research is shifted 
towards building a hybrid method with regards to compensate for the computational resource and 
performance. The future challenge in this area needs to address the necessity of understanding the context 
in order to determine the similarity. Another challenge is related to select the best method that worked in 
a certain problem. Finally, this survey should contribute to a better understanding of the foundation of 
text similarity research for the scientific community. 
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