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Abstract
Study in batik image retrieval is still challenging today. One of the methods for this problem is using a Color Difference Histogram (CDH), which is based on the difference of color features and edge orientation features. However, CDH is only utilising local features instead of global features; consequently it cannot represent images globally. We suggest that by adding global features for batik image retrieval, precision will increase. Therefore, in this study, we combine the use of modified CDH to define local features and the use of Grey Level Co-occurrence Matrix (GLCM) to define global features. The modified CDH is performed by changing the size of image quantisation, so it can reduce the number of features. Features that are detected by GLCM are energy, entropy, contrast and correlation. In this study, we use 300 batik images which consist of 50 classes and six images in each class. The experiment result shows that the proposed method is able to raise 96.5% of the precision rate which is 3.5% higher than the use of CDH only. The proposed method is extracting a smaller number of features; however it performs better for batik image retrieval. This indicates that the use of GLCM is effective combined with CDH.
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1. Introduction
On 2 October 2009, UNESCO announced that batik is one of the intangible cultural heritages of humanity. Batik can be defined as a traditional method to write some patterns and dots on fabric and other material. Batik patterns consist of one or more motifs which are repeatedly written in an orderly sequence or a disorderly sequence. Based on these motifs, batik images can be classified in order to facilitate the documentation. Several studies on batik have been proposed such as, using a cardinal spine curve to extract batik features by Fanani [1], and content-based image retrieval using an enhanced micro structure descriptor by Minarno [2]. Content-based image retrieval (CBIR) is a method used for searching relevant images from a collection of images. There are many techniques used for content-based image retrieval such as Zernike moment [3], Li, improving Relevance Feedback [4], bipartite graph model [5], and discreet cosines domain [6]. Usually, there is a calculation of distance between an image query and a data set. Currently, the calculation largely utilizes features such as color, texture, shape and spatial layout. To be more specific, several previous researches were based on color and texture only. For instance there is GLCM which is proposed to extract features based on the co-occurrence of grey intensity [7] and edge direction histogram (EDH) which is used to retrieve logo images [8]. However, EDH is invariant for rotated, scaled and translated images. Manjunath also proposes a method known as edge histogram descriptor (EHD) [9]. Another approach is proposed by Julesz using texton to recognize texture, based on a grey scale image [10]. Guang-Hai Liu and Jing-Yu Yang [11] also use five types of texton combined with GLCM features, such as energy, contrast, entropy and homogenity with angles of 0°, 45°, 90° and 135°. The features are extracted from RGB color space. This method is known as texton co-occurrence matrix (TCM).

Two years later, in 2010 Guang-hai Liu et al. [12] improved the TCM method by proposing a new feature extraction process using a multi-texton histogram (MTH). Compared to TCM, the most significant improvement of MTH is a faster feature extraction process that can avoid overlapping. This is facilitated by the use of four textons instead of one texton and two pixel frictions from left to right and from top to bottom. In 2011, Guang-Hai Liu et al. proposed a
micro-structure descriptor (MSD) [13] which utilizes various sizes of filters for micro-structure map detection. They used 2x2, 3x3, 5x5 and 7x7 filter sizes for this purpose. Using a particular filter, they identified co-occurrence values from the centre of the filter to other parts of the filter. The detected features actually are quantized values of color intensity and edge orientation on HSV color space. The friction filter of MSD is denoted by four starting points at (0, 0), (0, 1), (1, 0) and (1, 1). The different starting point purpose is to avoid missed pixels. Compared to TCM and MTH, MSD uses three pixel frictions instead of one or two pixel frictions to detect co-occurrence pixel intensity.

Color Difference Histogram (CDH) is a modification of MSD obtained by performing color difference to edge map and edge orientation to color a map [14]. However, CDH only utilizes local features to represent images. In fact, the use of global information is also important for this purpose. One of the methods for global features extraction that is still reliable is Grey Level Co-occurrence Matrix (GLCM). Therefore, in this study we combine the use of CDH as a local features extractor and the use of GLCM as a global feature extractor.

2. Dataset

Batik image dataset is collected by capturing 50 types of batik fabric. Each fabric is captured to as much as six random images and then resized to 128x128 pixels size in JPEG format. Thus the total number of images in a dataset is 300 and consists of 50 classes. Examples of batik images are shown in Figure 1. In general, there are two patterns of captured batik images; geometric and non-geometric patterns.

![Figure 1. Example of Batik images](image)

3. Color Difference Histogram

CDH consists of five main sections. First, transforming an RGB image to L*a*b* color space. Second, detecting edge orientation and quantizing the values to \( m \) bins, \( m=\{6, 12, 18, 24, 30, 36\} \). Third, quantizing each component of the image \( L^*a^*b^* \) color into \( n \) bins, \( n=\{54, 72, 108\} \). Furthermore, calculating the difference of the color quantization and edge orientation map; and the difference of edge quantization and the color intensity map. Finally, combining the color histogram and edge orientation histogram.

3.1 RGB image to \( L^*a^*b^* \) Color Space

RGB color space is a common color space that is used in general application. Though this color space is simple and straightforward, it cannot mimic human color perception. On the other side, \( L^*a^*b^* \) color space was designed to be perceptually uniform [15], and highly uniform with respect to human color perception, thus \( L^*a^*b^* \) color space is particularly a better choice in this case. In this section, we are transforming an RGB image to an XYZ color space before transforming to an \( L^*a^*b^* \) color space.

3.2 Edge Orientation Detection in \( L^*a^*b^* \) Color Space

Edge orientation plays an important role and influence in human image perception. This can provide a description of object boundaries. This also provides semantic information of an image and represents features of texture and shape simultaneously. In this paper we calculate edge orientation for each component of \( L^*a^*b^* \) color space. Common edge orientation detection methods...
is started by converting a color image to a grey-scale image. Then, gradient magnitude and orientation are detected based on the grey-scale image. However, this method suffers from the loss of a number of chromatic information.

To prevent the loss of chromatic information, we utilised the Zenzo [16] method to get the gradient from the color image. In this section, each \(L*a*b*\) component is detected with horizontal orientation (\(g_{xx}\)) and vertical orientation (\(g_{yy}\)), and then the computed dot product of \(g_{xx}\) and \(g_{yy}\), resulting in \(g_{xy}\), using Sobel operators. Furthermore, the gradient consists of magnitude component and direction. In order to get the maximum rate of orientation change of gradient, the following formula is used:

\[
\varphi(x, y) = \frac{1}{2} \arctan\left( \frac{2g_{xy}}{g_{xx} - g_{yy}} \right)
\]

(1)

Where the rate of orientation change for \(\varphi(x, y)\) given by equation (2) and (3)

\[
G_1(x, y) = \left\{ \frac{1}{2} \left[ (g_{xx} + g_{yy}) + (g_{xx} - g_{yy}) \cos 2\varphi + 2g_{xx}\sin 2\varphi \right] \right\}^{1/2}
\]

(2)

\[
G_2(x, y) = \left\{ \frac{1}{2} \left[ (g_{xx} + g_{yy}) + (g_{xx} - g_{yy}) \cos 2\left( \varphi + \frac{\pi}{2} \right) + 2g_{xx}\sin 2(\varphi + \pi/2) \right] \right\}^{1/2}
\]

(3)

Moreover, we need to find the maximum value of gradient \((F_{max})\)

\[
F_{max} = \max (G_1, G_2)
\]

(4)

Where:

\[
\varphi = \begin{cases} 
\varphi & \text{if } F_{max} = G_1(x, y) \\
\varphi + \frac{\pi}{2} & \text{if } F_{max} G_2(x, y)
\end{cases}
\]

(5)

After computing the edge orientation for each pixel \(\varphi(x, y)\), then we quantise the \(\varphi(x, y)\) into \(m\) bins, with variation \(m=\{6, 12, 18, 24, 30, 36\}\). The interval size of each bin is calculated by dividing 360 with \(m\). For example, for \(m=6\), the interval size is 60, so all edge orientations are uniformly quantized to intervals of 0, 60, 120, 180, 240, 300.

### 3.3 Quantization \(L*a*b*\) Color Space

Color is one of the important aspects for image retrieval, because it provides highly reliable spatial information. This aspect is usually performed as features in a color histogram. Common applications typically use RGB color space for practical reasons, however, this cannot represent human visual perception.

Therefore, in this paper we use \(L*a*b*\) color space. Additionally, each component in \(L*a*b*\) is quantized to \(n\) bins, where \(n=\{54, 63, 72, 81, 90\}\). Given a color image of size \(M \times N\), for instance, if we set \(n=72\), it is equal \(L=8, *a=3, *b=3\). Denote by \(C(x,y)\) the quantized image, where \(0<x<M, 0<y<N\).

### 3.4 Map detection

After edge orientation detection and color quantization, the next process is micro-structure detection on both edge quantization and color quantization with friction one pixel and filter 3x3. We compared the center value of the filter to its eight neighbors. This activity produced a set of edge maps and color maps. Utilizing these maps, the difference value \((\Delta)\) of color intensity and edge orientation of each component \(L*a*b*\) can be calculated and then stored as color feature and edge features. The final step is presenting these two features into a combined histogram. An illustration of map detection is presented in Figure 2. The values of a quantized image \(C(x,y)\) are denoted as \(w \in 0, 1, ..., W - 1\). Denote neighboring pixel locations by \((x,y)\) and \((x',y')\) and their color index values as \(C(x,y)=w_1\) and \(C(x',y')=w_2\). The values of an edge orientation image \(\theta(x,y)\) are denoted by \(v \in 0, 1, ..., V - 1\). The angles at \((x,y)\) and \((x',y')\)
are denoted by $\theta(x, y) = v1$ and $\theta(x', y') = v2$. For neighboring pixels, where the distance is $D$ and respective quantization numbers for the color and edge orientations are $W$ and $V$, we can define the color difference histogram as equation (6) and equation (7).

$$H_{color}(C(x, y)) = \begin{cases} \sum \sqrt{(\Delta L^2) + (\Delta a^2) + (\Delta b^2)} & \text{where } \theta(x, y) = \theta(x', y'); \max(|x - x'|), (|y - y'|) = D \\ \end{cases}$$

$$H_{ori}(\theta(x, y)) = \begin{cases} \sum \sqrt{(\Delta L^2) + (\Delta a^2) + (\Delta b^2)} & \text{where } C(x, y) = C(x', y'); \max(|x - x'|), (|y - y'|) = D \\ \end{cases}$$

Where $\Delta L$, $\Delta a$ and $\Delta b$ are difference value between two color pixels. In this paper we use $D=1$. If the edge orientation is $W$ and quantization of color is $V$, then the feature of CDH denoted as follows:

$$H_{cdh} = [H_{color}(0), H_{color}(1) ... H_{color}(W - 1), H_{ori}(0), H_{ori}(1) ... H_{ori}(V - 1)]$$

Where $H_{color}$ is the color histogram and $H_{ori}$ is the edge orientation histogram. For instance, if we set the dimension of color quantization = 72 and edge orientation = 18, thus, the total features for image retrieval are $72 + 18 = 90$ dimensional features. Furthermore, this total feature is denoted as $H$.

4. Gray Level Co-occurrence Matrix

The use of Gray Level Co-occurrence Matrix is performed to detect four features, these are energy, entropy, contrast and correlation in four directions; $0^\circ$, $45^\circ$, $90^\circ$ and $135^\circ$; so there are 16 features totally. The first step of GLCM is transforming the RGB image into gray scale image. The second step is creating a co-occurrence matrix. The third step is deciding a spatial relationship between the reference pixel and the neighbor pixel. Parameters that are considered are edge orientation ($\theta$) and distance ($d$). Furthermore, the next step is creating a symmetrical matrix by adding co-occurrence matrix with its transposed matrix. Then, it is followed by
normalizing the symmetrical matrix by computing the probability of each matrix element. Moreover, the final step is computing GLCM features. Each feature is computed by one distance pixel in four directions, those are 0°, 45°, 90° and 135°, to detect co-occurrence. When GLCM has a matrix with a size $L \times L$, in which $L$ is the number of gray levels of the original image and when the probability of pixel $i$ is the neighbor of pixel $j$ within distance $d$ and edge orientation $\theta$ is $P$, the energy feature, the entropy feature, the contrast feature and the correlation feature can be calculated by equations (14), (15), (16) and (17).

$$ASM = \sum_{i,j=0}^{L-1} P^2(i,j,d,\theta)$$

$$Ent = \sum_{i,j=0}^{L-1} P(i,j,d,\theta) \log P(i,j,d,\theta)$$

$$Cont = \sum_{i,j=0}^{L-1} (i-j)^2 P(i,j,d,\theta)$$

$$Corr = \sum_{i,j=0}^{L-1} \frac{(i-\mu_x)(j-\mu_y)P(i,j,d,\theta)}{\sigma_x \sigma_y}$$

Where $\mu_x = \sum_{i,j=0}^{L-1} i P(i,j,d,\theta)$, $\mu_y = \sum_{i,j=0}^{L-1} j P(i,j,d,\theta)$, $\sigma_x = \sum_{i,j=0}^{L-1} (i-\mu_x)^2 P(i,j,d,\theta)$, $\sigma_y = \sum_{i,j=0}^{L-1} (j-\mu_y)^2 P(i,j,d,\theta)$. Energy, also called as Angular Second Moment, is the representation of image homogeneity. When the value of energy is high, the relationships between pixels are highly homogenous. Entropy is the opposite of energy which represent the randomness value between images. A higher value of entropy indicates that the relations between pixels are highly random. Contrast is a variation of an image’s gray level. An image with a smooth texture has a low contrast value and an image with a rough texture has a high contrast value. Correlation is a linear relationship between pixels. Let, each GLCM feature 0°, 45°, 90° and 135° as $H_{asm}(\theta)$, $H_{ent}(\theta)$, $H_{cont}(\theta)$, $H_{corr}(\theta)$ where $\theta = \in \{0, 45, 90, 135\}$. So, the feature of GLCM is denoted as follows:

$$H_{glcm} = [H_{asm}(0^\circ) ... H_{asm}(135^\circ), H_{ent}(0^\circ) ... H_{ent}(135^\circ), H_{cont}(0^\circ) ... H_{cont}(135^\circ), H_{corr}(0^\circ)... H_{corr}(135^\circ)]$$

(13)

So, the final feature of a batik image is a combination of CDH features and GLCM features denoted as follows:

$$H = [H_{cdh}, H_{glcm}]$$

(14)

For example, if we set the quantization of color = 72, it consists of R=8, G=3, B=3; quantization edge orientation = 18 and the total GLCM features are 16, so the total feature = 106.

5. Performance Measure

For each template image in the dataset, an M-dimensional feature vector $T=[T_1, T_2, ..., T_M]$ is extracted and stored in the database. Let $Q=[Q_1, Q_2, ..., Q_M]$ be the feature vector of a query image and the distance between them is simply calculated as

$$D(T, Q) = \sum_{i=1}^{M} \frac{|T_i - Q_i|}{|T_i + \mu_T| + |Q_i + \mu_Q|}$$

(15)

Where $\mu_T = \sum_{i=1}^{M} T_i / M$ and $\mu_Q = \sum_{i=1}^{M} Q_i / M$. The class labels of the template image that yield the smallest distance will be assigned to the query image. In this experiment, performance was measured using precision and recall which are defined as follows:

$$P(N) = I_N / N$$

(16)
\[ R(N) = \frac{I_N}{M} \]  

(17)

Where \( I_N \) is the number of retrieved images, \( N \) is the number of relevant images, and \( M \) is the number of all relevant data in the dataset.

6. Results and Discussion

Feature extraction using CDH results in 90 features which consist of 72 color features and 18 edge orientation features. Then, features extraction using GLCM results in 16 features which consist of features including energy, entropy, contrast and correlation. Each GLCM feature is computed in four directions, these are 0°, 45°, 90° and 135°. Totally, there are 106 features which can be represented on a histogram, as shown in Figure 3. Figure 3a is an example of a computed image with Figure 3b as its histogram representation. The horizontal axis represents 106 features, of which the first 72 features are color features, the second 18 features are edge orientation features and the last 16 are GLCM features. By utilizing these features, the similarity of images is computed using the Canberra based on equation (18); after which, the precision and the recall of the image retrieval process are computed based on equations (19) and (20). For evaluation purposes, one image is randomly selected from each class, resulting in 50 images as a data test. The evaluation is run to retrieve four, six and eight images based on each image in the data test. CDH, by default extracts 108 features which consist of 90 color features and 18 edge orientation features.

In this study, we varied the size of color quantization and feature quantization, and then combined the result with the GLCM features. The aim of this activity was to find the best quantization size such that the number of features is decreased while increasing precision at the same time. The evaluation is performed in four schemes. First, we use CDH with 108 features which consist of 90 color features (10x3x3) and 18 edge orientation features. Second, use CDH with 90 features which consist of 72 color features (8x3x3) and 18 edge orientation features. Third, use CDH and GLCM with 124 features which consist of 90 color features (10x3x3), 18 edge orientation features and 16 GLCM features. Finally, use CDH and GLCM with 106 features which consist of 72 color features (8x3x3), 18 edge orientation features and 16 GLCM features. The result is shown in Table 1. The average precision values for retrieving four, six and eight images in the four schemes are 81.92%, 81.53%, 85.44% and 85.44% respectively. The evaluation was conducted in Matlab 2013a and Windows 7 operation system with Core i5 2.3 Hz and 4 GB memory. The feature extraction of each image in each scheme took 1.091, 1.084, 1.097 and 1.086 seconds respectively. The result shows that the reduction of features from 108 to 90 may decrease precision by 0.39%. Though there is a lower precision, this difference is relatively small; on the opposite scale, a smaller number of features potentially decreases the complexity of the process.

Further, new features that are able to increase precision significantly can be added. The features used are extracted using GLCM. GLCM features add 16 new features. The evaluation of the effect of the addition to 90 CDH features and 108 CDH features shows an increasing precision by 3.35% and 3.92% respectively compared to the use of CDH features only. However, the average precision of both additions remain the same, 85.44%. Therefore, we conclude that use of correct features contributes higher to precision than the use of a large number of features. From all evaluation schemes, the fourth scheme is the most efficient scheme because it uses smaller number of features with 0.005 extra time. An example of retrieval for four images retrieval is shown in Figure 4. Figure 4a is an image query and Figure 4b-e is retrieval images based on the Canberra measurement. Figure 4b is the most similar image to the image query, while Figure 4e is the fourth most similar image to the image query. The performance comparison of all schemes is presented in Figure 5.
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Figure 3. An example of Batik image and its histogram feature: (a) Batik image and (b) Histogram CDH of Batik image.

Figure 4. An example of image retrieval: (a) The query image, (b-e) the similar images returned.

Table 1. Average precision and recall comparison feature selection

<table>
<thead>
<tr>
<th>Retrieval</th>
<th>Performance</th>
<th>CDH 108</th>
<th>CDH 90</th>
<th>CDH 124</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Precision</td>
<td>93,00</td>
<td>93,50</td>
<td>95,50</td>
<td>96,50</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>62,00</td>
<td>62,33</td>
<td>63,67</td>
<td>64,33</td>
</tr>
<tr>
<td>6</td>
<td>Precision</td>
<td>85,00</td>
<td>83,33</td>
<td>90,33</td>
<td>89,33</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>85,00</td>
<td>83,33</td>
<td>90,33</td>
<td>89,33</td>
</tr>
<tr>
<td>8</td>
<td>Precision</td>
<td>67,75</td>
<td>67,75</td>
<td>70,50</td>
<td>70,50</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>90,33</td>
<td>90,33</td>
<td>94,00</td>
<td>94,00</td>
</tr>
</tbody>
</table>

Figure 5. The performance comparison of CDH and proposed method
7. Conclusion

This study presents image representation using a modified Color Difference Histogram and GLCM. The modification is performed in order to find the optimal color quantization size, so that the number of color features can be reduced. The reduced features, then, are replaced by GLCM features to improve image retrieval performance. Based on evaluation result, the proposed method is able to show higher precision when retrieving four images. The proposed method using 106 CDH features and 18 GLCM features, has 96.50% precision; whereas the use of 108 CDH features has 93.00% precision. The average precision of the proposed method when retrieving four, six and eight images is 3.85% higher than the original CDH. Therefore, we can conclude that the proposed method is able to perform better, while it has a smaller number of features compared to the original CDH for batik images retrieval.
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