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ABSTRACT
One of the most important difficulties which doctors face in diagnosing is the analysis and diagnosis of brain stroke in magnetic resonance imaging (MRI) images. Brain stroke is the interruption of blood flow to parts of the brain that causes cell death. To make the diagnosis easier for doctors, many researchers have treated MRI images with some filters by using Matlab program to improve the images and make them more obvious to facilitate diagnosis by doctors. This paper introduces a digital system using hardware concepts to clarify the brain stroke in MRI image. Field programmable gate arrays (FPGA) is used to implement the system which is divided into four phases: preprocessing, adjust image, median filter, and morphological filters alternately. The entire system has been implemented based on Zynq FPGA evaluation board. The design has been tested on two MRI images and the results are compared with the Matlab to determine the efficiency of the proposed system. The proposed hardware system has achieved an overall good accuracy compared to Matlab where it ranged between 90.00% and 99.48%.
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1. INTRODUCTION
Biomedical image is not easy to deal with because of complex nature for these images. Therefore, even good doctors have difficulty to analyze and diagnose some conditions in these images, especially in the brain images. There are many ways to reduce these difficulties for doctors to allow them to properly diagnose the disease. One of these ways is image segmentation. Image segmentation, clear from the name, is partitioning the image into multiple objects in order to simplify it to be ready for analysis and diagnosis. There is more than one technique for image segmentation such as morphological and thresholding which is usually done by using software applications such as Matlab [1]. On the other hand, there is another option to do that which is hardware tool such as field programmable gate arrays (FPGA).

FPGA Increasingly used to implement image processing applications especially for real-time embedded applications when power consumption and response time are important. The FPGA is an integral part of a smart camera that capable of performing a lot of image processing directly such as the image is followed from sensors. The parallelism of hardware is one of the embedded system advantages where is able to invest the locative (data level) and time (task level) parallelism that implied within a lot of image processing mission [2]. On the other hand, there are some limitations when FPGA devices are used for image processing and here are some examples. First, when FPGA is used to implement image filter, the most common processing mode for that is pipelined stream which is process one pixel per clock cycle and that will cause memory bandwidth problem when reading all the input pixels. In order to avoid that issue, row buffers are used to hold...
pixels from previous image [3]. Second, memory hierarchy issue (on-chip and off-chip memory) where there are advantage and disadvantage for each of them. For example, FPGA on-chip memory has low access time and at the same time it has small capacity compared to the off-chip memory (Dynamic memory). In some cases, there is no option but to choose on-chip memory especially when power consumption is important [4]. Despite the limitations and difficulties in FPGA implementation still worth because it will be stand-alone device by itself [5].

2. RELATED WORK

The working principle of linear filters depends on the addition and multiplication [6]. There are many designs for filters that have been proposed by researchers which can be classified according to the mechanism of its work into two categories [7]: first one is multiplier based filters which takes a set of multipliers and implement multiplications through them such as in [8]-[10]. While the second one is multiplierless filters which depend on avoiding using costly multipliers through representations and various arithmetic transformations such as works in [11]-[14]. Filters can also be classified according to the nature of their use such as median filter and morphological filters which are used in this article. Like all other fields, there are a lot of papers proposed median filter designs in different methods such as in [15]-[18]. Here other example with some details, the authors in [19] design and implement median filter by using very high speed integrated circuit hardware description language (VHDL) code in Xilinx ISE 12.2. The filter has ability to process 8-bit gray scale image and mask (3x3) is used for filtering. The filter can take care of salt and pepper noise for gray scale image. At the same time, it is fast enough to use it for real time image processing. Morphological operations are usually including two processes dilation and erosion. There are many researchers represented these filters using FPGA in different mechanism such as in [20]-[23]. Here are two examples with some details, first one in [24]. The authors depending on dynamic and partial reconfiguration (DPR) techniques, they proposed a hardware implementation of morphological operations by using xilinx tools and Virtex-5 FPGA board. Their design gives the ability to choose appropriate morphological operations (dilation or erosion) depending on the limitation of the image. As a result, they proved that using DPR can save at least 11% of area on FPGA and improving the performance at the same time according to their results. In the second example, the authors in [25] using the FPGA-based parallel implementation of morphological filters to present the hardware implementation for grayscale morphological operations where rectangular flat top structuring elements is used. Their design gives more than one advantage such as, throughput and processing frame rate are high, internal memory which is needed is low and low latency. The Xilinx design suite 14.2 ISE is used to synthesize the proposed architecture and Virtex-5 FPGA board is used to prototype it.

There are many papers deal with the magnetic resonance imaging (MRI) image by using FPGA and these are some examples but not limited to. The authors in [26], [27] use a graphical user interface where the Xilinx system generator and Matlab Simulink are linked together in order to enhance the quality of MRI image. In they fed that Improved image to artificial neural network ANN to be classified if it is normal or abnormal while in [27], they use some parameters such as mean, variance, and standard deviation to classify the tumor. The authors in [28] use stationary wavelet transform and principal component analysis (SWT-PCA) technique for the processing of fusion. Matlab Simulink and blocks generator system, Xilinx synthesized with synthesis tool are used to design and simulate of the proposed system. Here in [29], they enhance the MRI image by using enhanced canny edge detection then, they use a modified watershed segmentation algorithm to separate the tumor from the original image. The proposed system is implemented by using Xilinx Virtex-5 FPGA.

3. RESEARCH METHOD

In any image processing process, most of the time the preprocessing is the first step which is usually used to remove some unwanted features or enhance some other or it is used to do both of them in order to make the next step easier. In this paper, the preprocessing has two steps, first one aims to enhance the contrast of image and adjust the image intensity where it can be done by using histogram equalization and the result multiply by factor (in our case 1.3) to detect noise and determine which filter should be applied in order to remove that noise. While the second step aims to improve the quality of the image by removing detected noise. In our work, the common filter which is used to remove the pepper and salt noise is median filter. This filter is used to remove unwanted noise and at the same time saving the sharpness of the image from change because this kind of filter is less sensitive than other linear filters.

After finishing the preprocessing operation that is implemented based on the median filter, the image is ready to the segmentation process. As is known, there are many methods for segmentation one of them is thresholding which can be summarized thus each pixel in the image has an intensity value between 0 and 255 (assuming the image is grayscale image). Picking a threshold from that range will change the image to binary
image with two colors black and white (shape and its background). Sometimes thresholding will be not enough to get the target from the segmentation (like our case). So, there are still some frames that are not isolated. For this reason, the morphological operations (which are usually have two processes: dilation and erosion) are used. In dilation process, we start searching for the maximum value in a small group of pixels to set it to the center. While in erosion, the searching will be for the minimum value among a specified group of pixels. In fact, there are two uses for dilation and erosion. First one is called erosion to dilation (opening used) which is used to remove the background. While second one is called dilation to erosion (closing used) which is used to smooths the image by filling all the small holes. The decision on the choice rests with the researchers and the nature of the work. In our case, it was helpful to used closing used. This methodology is implemented by the FPGA board and the implementation flowchart will be described in the next section.

4. HARDWARE IMPLEMENTATION

Dealing with the hardware system is not that easy. Many problems may be appeared during the implementation process. So, the proposed system is divided into many parts to facilitate the best handling and implementation of it. The system includes four phases, as shown in the Figure 1. The four phases are preprocessing, adjust image, implementation of median filter, and implementation of morphological filters which are described with more details below.

![Diagram](image)

**Figure 1. Proposed system**

4.1. Preprocessing stage

In this work and according to the Figure 1, the first step in the preprocessing is changing the RGB image to grayscale image. In order to start that process, original image is imported as AXI-Streams, but this formula does not work with the high-level synthesis (HLS) environment. Therefore, it is necessary to convert advanced eXtensible interface (AXI) streams to the HLS: Mat format. This conversion will be repeated whenever is needed by using the AXIvideo2Mat and Mat2AXIvideo functions. The next step should be done to define the size and type of the HLS: Mat which are defined with the cvt colour header file and calculate the maximum width and height, the number of channels and depth of each one.

4.2. Adjust image

The hardware implementation of adjust image contrast is done by a separate hardware intellectual property (IP) core side of programming logic (PL) part of Zynq system on a chip (SoC) in order to read frames from other system hardware cores. Pipelining and reshape optimization directives are used when implementing the adjust image in C-language under Vivado HLS tool to generate optimal RTL code improve the bandwidth by accessing the data in parallel all at once. During this step, the adjust image core receives the gray image from the preprocessing operations via AXI stream. As mentioned before, the conversion from AXI Streams to the HLS: Mat format or vice versa will be done whenever is needed to fit the next step.

4.3. Implementation of median filter

Usually, median filter is used to reduce image noise and it is preferred over others linear smoothing filters of same size because it provide a good noise reduction with less blurring. The principle of the filter's work is simply to take each pixel and compare it to its neighbors, and then decide whether to replace it with the median of those values or not. The Median filter is done based on the Cortex-A9 processor core side of programming system (PS) part of Zynq SoC within the FPGA architecture and open-source computer vision (OpenCV) video library. By using video libraries (which are already existing in Vivado HLS), we can migrate the OpenCV code to synthesizable C++ code. As a result, frame rate computer vision algorithms are implemented, and a high resolution is enabled by the synthesized blocks whenever integrated into a Zynq SoC design.
4.4. Implementation of Morphological filters

From the previous stage, which is the median filter, the data will send as stream to the Dilate IP-Core and then to the erode IP-Core. In both cases, the kernel that is used is a matrix 3x3 (ones). After that, the multiplication process takes place between the filter and the image. Then, the maximum value is extracted in case dilate and the minimum value is extracted in case erode. These two filters are applied in alternation and their results are stored in a specific BRAM (Block RAM) for the purpose of collecting and sending them to the computer by serial port. Finding the maximum value and the minimum value are done according to these two equations:

\[ F(x, y) = \max_{x-1 \leq x' \leq x+1, y-1 \leq y' \leq y+1} \text{Image}(x', y') \]

\[ F(x, y) = \min_{x-1 \leq x' \leq x+1, y-1 \leq y' \leq y+1} \text{Image}(x', y') \]

The Zynq AXI_lite interface connection is used to implement the proposed system as illustrate in Figure 2.

\[ \text{Figure 2. Overall proposed system on zynq chip} \]

5. RESULTS AND ANALYSIS

The hardware resources for entire system are summarized in Figure 3. The Zynq xc7z020 evaluation kit comprise 30 53200-LUT (lookup table), 106400-FF (flip-flop), 140-BRAM (block RAM), 32-BUFG, and 220-DSP (digital signal processor) block. While the implementation needs: 15% (7773) of LUT, 3% (491) of LUTRAM (RAM lookup table), 8% (8793) of FF, 6% (9) of BRAM, and 10% (23) of DSP block. In order to test the effectiveness of the proposed system, two different MRI images of brain stock are applied to our FPGA design. Then, the results are compared with Matlab program to measure the efficiency of our system as illustrated in the following flowchart:

According to the Figure 4, the flowchart includes the following steps:
- Original Image: Two MRI images are read which have different brain stock as illustrated in Figures 5 (a), (b), (c), and (d).
- Grayscale: MRI images are converted to grayscale image to simplify our work as illustrated in Figures 6 (a), (b), (c), and (d).
- Adjustment image: This step is used to adjust image intensity pixel value as illustrated in Figures 7 (a), (b), (c), and (d). Then, we multiply the results by factor 1.3 to detect the noise and which filter should be applied to remove the detected noise.
- Median filter: After using threshold segmentation method that was applied to segment brain stroke, removing salt and pepper noise are needed. Median filter is a common image enhancement technique for this step. It is used to extract an object from its background by using threshold value T=200 for each pixel such that each pixel is either classified as an object point or a background point as illustrated in Figures 8 (a), (b), (c), and (d).
- Dilate operator (close): This operation is used to fill some holes in MRI images to get more smoothenes. The result of this step is illustrated in Figures 9 (a), (b), (c), and (d).
- Erode operation (open): It is used to remove the small objects which are not related to the stroke as illustrated in Figures 10 (a), (b), (c), and (d).
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Figure 3. Resource utilization of the hardware
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Figure 4. Functions of our proposed work
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Table 1 shows that the FPGA results are more effective and accurate than Matlab as shown in step 6 figures (a), (b), (c), and (d) respectively. Finally, the histogram sketches in Figures 11 (a) and (b) that represent the differences between FPGA and Matlab shows more pixels detected in stroke regions. As it is clear from Figure 11, the contrast increases when the FPGA is used. Thus, the accuracy of selecting clotting location is increased compared to Matlab. The increase in contrast was the result of increase the number of pixels that have a converging value. Finally, based on Zynq ZC702 evaluation kit which is used in the proposed work, the execution time for each implemented hardware filter is calculated based on elapsed function within Vivado software development kit (SDK) tool and then compared them with the time which is takes to implement each filter by using Matlab program. Using the optimized Xilinx OpenCV function within our design help us to reduce the implemented time from 3 to 5 times (which based on the type of filter) compared with that results from Matlab as demonstrated in Figure 12.

<table>
<thead>
<tr>
<th>Steps</th>
<th>First MRI image</th>
<th>Second MRI image</th>
<th>MATLAB</th>
<th>FPGA</th>
<th>MATLAB</th>
<th>FPGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Figure 5 (a)</td>
<td>Figure 5 (c)</td>
<td>Accuracy 99.48%</td>
<td>Accuracy 99.21%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Figure 6 (a)</td>
<td>Figure 6 (c)</td>
<td>Accuracy 90.00%</td>
<td>Accuracy 94.53%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Figure 7 (a)</td>
<td>Figure 7 (c)</td>
<td>Accuracy 90.09%</td>
<td>Accuracy 92.01%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Figure 8 (a)</td>
<td>Figure 8 (c)</td>
<td>Accuracy 91.07%</td>
<td>Accuracy 90.43%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Figure 9 (a)</td>
<td>Figure 9 (c)</td>
<td>Accuracy 92.80%</td>
<td>Accuracy 95.91%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Figure 10 (a)</td>
<td>Figure 10 (c)</td>
<td>Accuracy 94.63%</td>
<td>Accuracy 93.16%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Results of our work between Matlab and FPGA
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6. CONCLUSION

The main goal of this paper is to design and implement an efficient digital system (hardware concepts) to clarify the brain stroke in MRI image in order to improve the images and make them visible to facilitate diagnosis by doctors. The system is divided into four steps: Preprocessing, adjust image, median filter, and morphological filters alternately. On the other hand, using the OpenCV library which is combined with the FPGA-HLS tool simplify the implementation of image processing filters that are utilized in our proposed hardware system. Hardware utilization that is utilized in proposed system are computed and targeted on FPGA-Zynq evaluation kit which is equal maximum only 15%. Finally, the results are obtained by FPGA provide more accurate and smooth detection of brain stroke than Matlab’s results where the accuracy ranged
between 90.00% and 99.48% when compared to Matlab. In addition to reducing the execution time from 3 to 5 times compared to Matlab.
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