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ABSTRACT

Many people have been killed indiscriminately by the use of handguns in different countries. Terrorist acts, online fighting games and mentally disturbed people are considered the common reasons for these crimes. A real-time handguns detection surveillance system is built to overcome these bad acts, based on convolutional neural networks (CNNs). This method is focused on the detection of different weapons, such as (handgun and rifles). The identification of handguns from surveillance cameras and images requires monitoring by human supervisor, that can cause errors. To overcome this issue, the designed detection system sends an alert message to the supervisor when a weapon is detected. In the proposed detection system, a pre-trained deep learning model MobileNetV3-SSDLite is used to perform the handgun detection operation. This model has been selected because it is fast and accurate in inferring to integrate network for detecting and classifying weapons in images. The experimental result using global handguns datasets of various weapons showed that the use of MobileNetV3 with SSDLite model both enhance the accuracy level in identifying the real time handguns detection.
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1. INTRODUCTION

Crime rates using handguns have increased in many places in the world [1], especially in the countries that cannot restrict weapons to the state. Daily crimes occur with various weapons in public places and places of worship. The United Nations Office for Drugs and Crime (UNODC) reported the statistics for the number of crimes involving weapons per 100,000 habitants is very high in many countries, for example., 10.08 in Central Iraq, 2.5 in Libya and 2.20 in Syria [2]. In Iraq, police tried to impose their control in these places by deploying security men among the crowds and, by installing surveillance cameras. These methods are ineffective and expensive, especially when multiple video streams are present on the camera systems. The suggested method of handgun detection system which is based on the video streams from surveillance cameras can alert the security men if a person with gun is detected in real-time, which will lead to speedup handgun detection before the crime occure.

The proposed system for handgun detection in real-time is based on convolutional neural network (CNN). The CNNs has been rapidly growing in computer vision area during the past few years [3-7]. In computer vision there are three object detection models have been analyzed (faster region-based convolutional
neural networks (FR-CNN), region based-fully convolutional networks (R-FCN) and single shot detector (SSD)) [8]. To enhance the speed, accuracy and performance, these models have been combined with different feature extractors such as (VGG, Mobilenet and Resnet-101), for that reason the MobileNetv3 with SSDLite model have been used in the proposed system [9]. The MobileNetv3 is 27% faster than MobileNetv2, while maintaining similar mAP. Moreover, its classification is based on pre-trained dataset on the ImageNet. A widely used dataset is ImageNet, which is an object detection dataset which contains about 1.28 million images with approximately 1,000 object classes [10]. Our approach is to use a global dataset containing images of the most used types of weapons, to be close to real circumstance, the handguns datasets for both the sliding window and region proposals approaches have been selected [11], in addition to, weapon dataset in [12]. These contain images of weapons in a variety of different contexts, situations, and orientations. The datasets are trained on MobileNetv3_SSDLite Convolutional Neural Network CNN.

2. RELATED WORKS

There are two methods for handgun detection system: the first is based on metal detection using X-ray or millimetric wave images, it used in airports to check the passenger luggage’s [13]. these methods are unable to non-metallic handgun detection and it is limited to use in specific places. The second is based on RGB images [14, 15], from the recent papers fast region-based convolutional network (FRCNN) and region-based convolutional neural networks (RCNN) based models are applied to automatic handgun detection system in surveillance videos [12], another author use a novel object detection algorithms to detect the visual knife for the given video dataset [16], the foreground segmentation is used for features extraction, the feature detection performed by Features from accelerated segment test (FAST) and the multi-resolution analysis (MRA) is used for classification. A VGGNET19 pre-trained model is used for detecting gun and knife in hands of a person [17]. These systems are accurate, but the handgun detection especially when crimes occur need a faster and more accurate system.

3. THE PROPOSED MODEL

The main idea of object detection is to recognize the object in the input image and find its location [18]. The designed system focuses on detecting handguns in minimum training time with high accuracy results. A pre-trained model such as GoogleNet, VGGNet-19 and MobileNet have been trained with more than million images to minimize the object detection errors in images [19-21]. Based on fast and accurately training properties, a MobileNetv3 model is used in this method to classify and detect handguns accurately. Experimentally, the system is tested with an image dataset which contains various images of weapons and different position of gunslinger.

The building of mobile models is based on enhancing the efficiency for the building blocks [22]. MobileNetV1 [23] presented depthwise separable convolutions (DSC) as an efficient change for other CNN layers. DSC is utilized to decompose the traditional convolution into depthwise convolution and pointwise convolution, in MobileNet [18]. In Depthwise convolution approach, a single convolutional filter is applied for each input channel, whereas the Pointwise convolution performs a 1*1 convolution to combine those separate channels as shown in Figure 1.

Figure 1. Depth-wise separable convolution DSC in MobileNet; (a) standard convolution, (b) depthwish convolutional filters, (c) 1x1 convolutional filters called pointwise in the context of depth separable convolution.
The novel design for this model leads to reduce both of the complexity of computation and the parameters number. MobileNetV2 [24] presented the linear bottleneck and inverted residual model so as to get a much efficient structure for the CNN layers by utilizing the low rank nature of the problem. The architecture of MobileNetV2 is built based on the structure of inverted residual as shown in Figure 2, where the input and output connections of the residual block are thin bottleneck layers. The intermediate expansion layer utilizes the lightweight depthwise convolutions to filter the features. MnasNet [25] is built based upon the structure of a MobileNetV2 model which presents the lightweight attention modules based on squeeze and excitation into the bottleneck structure. The designed module is placed in the expansion, followed by the depthwise filters to apply it on the largest representation as shown on Figure 3.

Figure 2. MobileNetV2 layer (inverted residual and linear bottleneck)

Each block contains narrow input and output (bottleneck), followed by a high dimensional expansion space which is projected on the output. The bottleneck connected by residual instead of expansion.

Figure 3. MobileNetV2 with squeeze-and-excite

To build more efficient model, MobileNetV3 is combined to improved these layers with modified swish nonlinearities. It is replaced the sigmoid activation function by hard sigmoid because its easier to calculate and more accurate. MobileNetV3 has two models, which are MobileNetV3-Large and MobileNetV3-Small. The MobileNetV3-Large has a higher resource than the MobileNetV3-Small, the specification for both networks are shown in Tables 1 and 2.

Table 1. Specification for the mobileNet V3-large

<table>
<thead>
<tr>
<th>Input</th>
<th>Operator</th>
<th>exp size</th>
<th>Rout</th>
<th>SE</th>
<th>NL</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>224 x 3</td>
<td>conv2d</td>
<td>-</td>
<td>16</td>
<td>-</td>
<td>HS</td>
<td>2</td>
</tr>
<tr>
<td>112 x 16</td>
<td>bnce, 3x3</td>
<td>16</td>
<td>16</td>
<td>-</td>
<td>RE</td>
<td>1</td>
</tr>
<tr>
<td>112 x 16</td>
<td>bnce, 3x3</td>
<td>64</td>
<td>24</td>
<td>-</td>
<td>RE</td>
<td>2</td>
</tr>
<tr>
<td>56 x 24</td>
<td>bnce, 3x3</td>
<td>72</td>
<td>24</td>
<td>-</td>
<td>RE</td>
<td>1</td>
</tr>
<tr>
<td>56 x 24</td>
<td>bnce, 5x5</td>
<td>72</td>
<td>40</td>
<td>✓</td>
<td>RE</td>
<td>2</td>
</tr>
<tr>
<td>28 x 40</td>
<td>bnce, 5x5</td>
<td>120</td>
<td>40</td>
<td>✓</td>
<td>RE</td>
<td>1</td>
</tr>
<tr>
<td>28 x 40</td>
<td>bnce, 5x5</td>
<td>120</td>
<td>40</td>
<td>✓</td>
<td>RE</td>
<td>1</td>
</tr>
<tr>
<td>28 x 40</td>
<td>bnce, 3x3</td>
<td>240</td>
<td>80</td>
<td>-</td>
<td>HS</td>
<td>2</td>
</tr>
<tr>
<td>14 x 80</td>
<td>bnce, 3x3</td>
<td>200</td>
<td>80</td>
<td>-</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>14 x 80</td>
<td>bnce, 3x3</td>
<td>184</td>
<td>80</td>
<td>-</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>14 x 80</td>
<td>bnce, 3x3</td>
<td>184</td>
<td>80</td>
<td>-</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>14 x 80</td>
<td>bnce, 3x3</td>
<td>480</td>
<td>112</td>
<td>✓</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>14 x 112</td>
<td>bnce, 3x3</td>
<td>672</td>
<td>112</td>
<td>✓</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>14 x 112</td>
<td>bnce, 5x5</td>
<td>672</td>
<td>160</td>
<td>✓</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>14 x 112</td>
<td>bnce, 5x5</td>
<td>672</td>
<td>160</td>
<td>✓</td>
<td>HS</td>
<td>2</td>
</tr>
<tr>
<td>7 x 160</td>
<td>bnce, 5x5</td>
<td>960</td>
<td>160</td>
<td>✓</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>7 x 160</td>
<td>conv2d, 1x1</td>
<td>-</td>
<td>960</td>
<td>-</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>7 x 960</td>
<td>Pool, 7x7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>HS</td>
<td>-</td>
</tr>
<tr>
<td>1 x 960</td>
<td>conv2d, 1x1, nbn</td>
<td>-</td>
<td>1280</td>
<td>-</td>
<td>HS</td>
<td>1</td>
</tr>
<tr>
<td>1 x 1280</td>
<td>conv2d, 1x1, nbn</td>
<td>-</td>
<td>k</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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5. RESULTS

The findings of this method suggest that MobileNetV3 is suitable for handgun detection as it delivers a perfect correspondence between prediction speed and accuracy. The proposed model achieved 96% training accuracy rate while the result of previous networks: MobileNetV2-SSD and GoogleNet inception were 89% and 87% respectively. The speed achieved by the experiment using MobileNetV3-SSDLite is ∼20–23 FPS, whereas MobileNetV2-SSD has achieved ∼15–18 FPS. In terms of prediction, MobileNetV3-SSDLite has the best performance 0.942 for feature extractor while MobileNetV2-SSD has 0.816. The experiments have been performed in a real-time detection in live videos and images as shown in Figure 6. The system is provided with SMS feature, which allow the system to sends an alert message to the supervisor whenever a handgun is detected.

6. CONCLUSION

The proposed Handgun Detection System is really an applicable system which helps to detect crimes and gunslinger. The use of MobileNetV3 pre-trained model is much efficient because it is faster than other models, such as MobileNetV2 and GoogleNet. Moreover, the security alarm property increases system effectiveness. The proposed system can be used in various applications, such as, real time detection of guns in supermarkets which is monitored by cameras, and also checking whether the uploaded videos to youtube and other social media networks include scenes with guns.

Figure 5. Handgun detection system structure

Figure 6. Example of handgun detection system
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