An Image Compression Method Based on Wavelet Transform and Neural Network
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Abstract

Image compression is to compress the redundancy between the pixels as much as possible by using the correlation between the neighborhood pixels so as to reduce the transmission bandwidth and the storage space. This paper applies the integration of wavelet analysis and artificial neural network in the image compression, discusses its performance in the image compression theoretically, analyzes the multi-resolution analysis thought, constructs a wavelet neural network model which is used in the improved image compression and gives the corresponding algorithm. Only the weight in the output layer of the wavelet neural network needs training while the weight of the input layer can be determined according to the relationship between the interval of the sampling points and the interval of the compactly-supported intervals. Once determined, training is unnecessary, in this way, it accelerates the training speed of the wavelet neural network and solves the problem that it is difficult to determine the nodes of the hidden layer in the traditional neural network. The computer simulation experiment shows that the algorithm of this paper has more excellent compression effect than the traditional neural network method.
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1. Introduction

Image compression is a technology which uses the minimum bit number to represent the image information with no or little distortion while ensuring the image quality. The process of image compression is to look for an appropriate encoding or transform method to reduce the data volume which can represent this image [1]. The starting point to compress the image data volume is to reduce the redundant data to represent the image. The image is stored in the machine in the form of data matrix, therefore, a series of transform is conducted on that data matrix to reduce the redundant part. Make effective coding on the processed data to reduce the coding space. When reading the image in the follow-up phase, get the original image after inverse transformation processing [2]. As a basic technology of image processing, image compression involves every link of image processing. At present, image compression plays an important role in the satellite imagery, space exploration, teleconference and medical imaging, since the image has a large data volume and higher requirements on the real time [3].

The research of image compression started from the pulse code modulation (PCM), which was proposed on the transmission of television image in 1948. The research in the 1950s and 1860s was limited to the intraframe coding of the image. Starting from the late 1960s, orthogonal transform and other methods had been brought forth and preliminary exploration had been made on the intraframe coding of the image (namely the moving image coding). The year of 1988 was a greatly significant year in the development of image compression coding when the video compression standard H.261 and the framework principle of the still image compression JPEG were basically determined and progress had been made on the fractal and neural network in the image compression coding [4]. With an increasing demand for application, the traditional compression methods have failed to meet the requirements of image processing in the compression efficiency and effect, therefore, high-quality and high-efficient smart image compression algorithm has become an emphasis and objective of international research. People have begun to break through the original coding theory and search for some new coding approaches to obtain a higher compression ratio and a better compression quality. There are mainly two research thoughts: one is to realize the existing compression algorithms with new technology with higher precision and the other is to look for brand-new image compression theory, algorithm and corresponding realization technology [5].
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This paper integrates wavelet theory and artificial neural network (ANN), replaces the excitation function in the neural network with wavelet function and applies the advantages of multi-resolution analysis into the neural network so as to obtain a more flexible network design and better network performance. It has the advantages such as large-scale parallel processing and distributed information storage as well as excellent adaptivity, self-organization, fault tolerance, learning function and associative memory function. This paper firstly introduces the basic principle of image compression. Then it elaborates and integrates wavelet analysis and ANN. In the wavelet neural network, training is only needed in the weight of the output layer while that of the input layer can be determined according to the relationship between the interval of the sampling points and the interval of the wavelet compactly-supported interval. Once determined, no training is necessary; thus, it greatly accelerates the training speed of wavelet neural network and solves the problem that it is difficult to determine the nodes in the hidden layer of the traditional neural network. The final part is the experimental simulation and analysis.

2. Image Compression Mechanism

The purpose of digital image compression is to reduce the necessary bit number to represent the image and represent the image more effectively so as to facilitate the image processing, storage and transmission. The compression of time domain can accelerate the transmission of various information source more quickly, more parallel operations can be opened in the existing main lines of communication through the compression of frequency domain; the compression of energy domain can reduce the transmitter efficiency and the compression of space domain can compress the data storage space. In the image data, there are plenty of redundancies, including space redundancy, structural redundancy, knowledge redundancy, information entropy redundancy and visual redundancy, which makes it possible to transform a large digital image file into small digital image files so as to achieve the purpose of image compression through the reduction of redundant data. To reduce the image information redundancy by fully utilizing the visual characteristics of human eyes and the statistical characteristics of the image can ensure the image quality [6].

After processing an image with the process of Figure 1, the restored image is a lossy image with certain compression. In the entire processing, compression is generated from the quantization process and the coding process and the selection of quantization methods and the quantization effect directly affect the final image compression result. The commonly-used quantization methods include: scalar quantization, linear quantization, vector quantization and the mixed quantization coding method of different quantization methods adopted by the low-frequency and high-frequency sub-bands. The frequently-used coding methods include: Huffman coding, run-length coding, arithmetic coding and predictive coding suitable for still image [7].

![Image encoding and decoding process](image)

3. Wavelet Neural Network

3.1. Wavelet Analysis

Wavelet, namely the wave in the small region, is a special waveform with limited length and an average value of 0. It has two features. One is small, in other words, it has compact support or approximate compact support in the time domain and the other is the alternatively positive and negative volatility, namely that the tributary component is 0.
3.1.1. Continuous wavelet transform (CWT)

Expand any function \(f(t)\) in the space of \(L^2(\mathbb{R})\) in the wavelet basis, call it as CWT of the function \(f(t)\) and the transform formula is:

\[
WT_f(a, b) = \langle f, \psi_{a,b} \rangle = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} f(t) \cdot \overline{\psi(\frac{t-b}{a})} dt
\]

If the tolerance condition of the wavelet is satisfied, its inverse transformation is:

\[
f(t) = \frac{1}{c_4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} WT_f(a, b) \cdot \psi(\frac{t-b}{a}) db
\]

In this formula, \(C_v = \int_{\mathbb{R}} \frac{|\mathcal{F}(\psi)|}{M} dw < \infty\) is the tolerance condition of \(\psi(t)\).

We can see it this way, Fourier analysis is to decompose the signals into the overlapping of a series of sine wave with different frequencies, likewise, and wavelet analysis is to decompose the signals into the overlapping of a series of wavelet functions. These wavelet functions are obtained from a mother wavelet function after the translation and scale. The wavelet analysis is better than Fourier analysis in that it has excellent localization nature in both time domain and frequency domain. Besides, since gradually-refined time-domain or frequency-domain sampling step-length is adopted in the high-frequency component, any detail of the objects can be focused [8].

3.1.2. Discrete wavelet transform

The image information is stored in the computer in the form of discrete signals, so it needs to discretize the continuous wavelet transform.

(i) Discretization of Scale and Translation

Discretize the scale factor \(a\) and the translation factor \(b\) of the continuous wavelet basis function \(\psi_{a,b}(t)\) and get the discrete wavelet transform \(WT_f(a, b)\) so as to reduce the redundancy of the wavelet transform coefficient. Discretize the scale factor \(a\) and the translation factor \(b\) in a power series, namely \(a = a_0^m, b = b_0^m (m\ \text{is an integer}, a_0 \neq 1, \text{but normally it is assumed that } a_0 > 1)\) and get the following discrete wavelet function:

\[
\psi_{m,n}(t) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{t-nb_0}{a_0^m}\right) = \frac{1}{\sqrt{|a|}} \psi\left(a_0^m(t-nb_0)\right)
\]

Its coefficient of correspondence is:

\[
C_{m,n} = \langle f(t), \psi_{m,n} \rangle = \int_{-\infty}^{\infty} f(t) \overline{\psi_{m,n}(t)} dt
\]

(ii) Binary Wavelet Transform

Binary wavelet transform is a special discrete wavelet transform. Assume \(a_0 = 2, b_0 = 1,\) and \(\psi_{m,n} = 2^{-\frac{m}{2}} \psi\left(2^{-m} t-n\right)\).

The discrete wavelet transform is:

\[
WT_f(m, n) = \langle m, n \rangle = \int_{-\infty}^{\infty} f(t) \overline{\psi_{m,n}(t)} dt
\]

The discrete binary wavelet transform is:

\[
WT_f(m, n) = \langle m, n \rangle = \int_{-\infty}^{\infty} f(t) \overline{\psi_{m,n}(t)} dt
\]
3.1.3. Multi-resolution analysis

The concept of multi-resolution analysis is proposed when constructing orthogonal wavelet basis in Mallat, explaining the multi-resolution property of the wavelet from the concept of space and unify all the previous construction methods of orthogonal wavelet basis. The role of Mallat algorithm in the wavelet analysis is equal to the role of fast Fourier transform in the classic Fourier analysis.

Multi-resolution analysis can be vividly expressed as a group of nested multi-resolution sub-space [9]. Please see the Figure 2.

![Figure 2. Nested multi-resolution sub-space](image)

Assume that the frequency space of the original signal is $V_0$ and then it is decomposed into 2 sub-spaces: the low-frequency $V_1$ and the high-frequency $W_1$ after the first level of decomposition and $V_1$ is decomposed into the low-frequency $V_2$ and the high-frequency $W_2$ after the second level of decomposition. The decomposition process of such sub-space can be recorded as:

$$V_0 = V_1 \oplus W_1, V_1 = V_2 \oplus W_2, V_2 = V_3 \oplus W_3, \ldots, V_{N-1} = V_N \oplus W_N$$

Here, the symbol $\oplus$ refers to the orthogonal sum of two sub-spaces, $V_f$ is the corresponding multi-resolution analysis sub-space to resolution $2^{-j}$, the vector space $W_j$ constituted by the dilation and translation of the corresponding wavelet function to the scaling function is the orthogonal complementary space of $V_f$, every $W_j$ reflects the high-frequency sub-space of $V_{j+1}$ space signal details, and $V_j$ reflects the low-frequency sub-space of $V_{j+1}$ space signal approximation. The following characteristics of sub-space can be obtained from the discrete wavelet frame:

$$V_0 = V_1 \oplus W_1 = V_2 \oplus W_2 \oplus W_1 = V_3 \oplus W_3 \oplus W_2 \oplus W_1 \ldots \oplus W_{N-1} \oplus W_2 \oplus W_1$$

This result demonstrates that limited sub-spaces can be approximate to the multi-resolution analysis sub-space $V_0$ with a resolution of $2^0=1$.

3.2. Artificial Neural Network

Artificial neural network (ANN) is a complicated network system which is extensively interconnected by a large number of simple processing units similar to neuron. It is proposed on the basis of the research results of modern parallel neurology. It reflects some characteristics of human brain, however, it is not an actual description of neural network but its simplification,
abstraction and simulation. It presents the learning, summarization and classification features similar to human brain through the adjustments of interconnection strength. Therefore, the fundamental objective of neural network research is to explore the mechanism the human brain processes, stores and searches information so as to search the possibility to apply this principle to various signal processing [10]. The principle of artificial neural network is shown in Figure 3.

![Principle of artificial neural network](image)

**Figure 3. Principle of artificial neural network**

ANN is a non-linear and self-adaptive information processing system interconnected by many processing units. It is raised based on the research results of modern neurology and it processes the information by simulating the way the brain neural network processes and memorizes information.

Artificial neural network has the following four basic characteristics:

(i) Non-linearity. Non-linear relationship is the general characteristic in the natural world. The brain wisdom is a non-linear phenomenon. Artificial neuron is either in the activation or suppression state, which is a kind of non-linear relationship mathematically. The network formed by the neurons with thresholds has better performance, which can enhance the fault tolerance and storage capacity.

(ii) Non-limitation. A neural network is usually extensively interconnected by many neurons. The overall behavior of a system not only depends on the characteristics of a signal neuron, but it may also determined by the interaction and interconnection of the main units. ANN simulates the non-limitation of the brain through the various interconnection of the units. Associative memory is a typical example of non-limitation.

(iii) Non-qualitation. ANN has self-adaptive, self-organization and self-learning capacities. Neural network can not only process the information with various changes, but the non-linear dynamic system changes continuously in the information processing. The iteration process is frequently adopted to describe the evolution process of the dynamic system.

(iv) Non-convexity. The evolution direction of a system depends on certain specific state function in a certain condition. For example, the extremum of energy function corresponds to the stable state of the system. Non-convexity means that such function has several extremums, therefore, the system has several stable equilibrium states, which will result in the diversity of system evolution [11].

### 3.3 Wavelet Neural Network Mechanism

As a newly-emerging mathematical modeling analysis method, wavelet neural network is a substitute for the feedforward neural network to approximate any function transform and its basic thought is to use waveron to replace neuron and build a connection between wavelet transform and neural network through consistent and approximate wavelet decomposition. It is
formed by integrating the latest-developed time-frequency localization with excellent wavelet transform and the self-learning function of the traditional artificial neural network. The series to be obtained from translation and scale changes after wavelet decomposition have the property and classification characteristics of the common approximate function of the wavelet decomposition. Additionally, since it has introduced two new parameters, namely the scale factor and the translation factor, which makes it have more flexible and effective function approximation capability, stronger pattern recognition ability and fault tolerance ability. See the network structure of wavelet neural network and the excitation functions adopted in various layers (Figure 4). The excitation function can be named Sigmoid function [12].

![Figure 4. Multi-Input wavelet network](image)

The network structure and the expression are basically the same with BP network, that is to say, it is formed by three layers: input layer, hidden layer and output layer. The difference is that the excitation function of the neuron in the hidden layer of BP network is Sigmoid function: \( f(x) = \frac{1}{1 + e^{-x}} \) while the wavelet network uses the wavelet function \( \psi(t) \), which can meet the admissibility condition as the excitation function. The specific valuation of \( \psi(t) \) can be chosen according to the actual requirements. The commonly-seen excitation functions in the output layer include: Sigmoid function and linear Purline function.

4. Establishment of The Image Compression Algorithm Based on Wavelet Neural Network

This paper initializes the parameters of neural network with Morlet wavelet and the other types of wavelet networks are the same in the parameter setting steps except different time-frequency parameter. The expression of Morlet wavelet basis function is:

\[
\psi(x) = \cos(1.75x)e^{-\frac{x^2}{2}}
\]

Assume that the number of neurons in the hidden layer of three-layered neural network is \( M \), the number of nodes in the input layer is \( L \), the number of neurons in the output layer is \( N \), \( w_{ji} \) is the connective weight from the \( j \)th neuron in the hidden layer to \( i \)th the neuron in the input layer, \( w_{kj} \) is the connective weight from the \( k \)th neuron in the output layer to the \( j \)th neuron in the hidden layer and \( \psi(x = \frac{b_j}{a_j}) \) is the excitation of the net output of the \( j \)th neuron in the hidden layer. Firstly, initialize \( w_{ji} \) according to the following steps:

1. Firstly, take the random number uniformly distributed in the range of \([-1,1]\] as the initial setting value of \( w_{ji} \);
2. Then normalize \( w_{ji} \) by row;

\[
\psi(x) = \cos(1.75x)e^{-\frac{x^2}{2}}
\]
(3) Then multiple by a corresponding factor to the number of nodes $L$ in the input layer, the number of neurons in the hidden layer $M$ and the transfer function:

$$w_j = \frac{L}{M} w_j (j = 1, 2, \cdots, M)$$

(9)

In this formula, $C$ is a constant related to the transfer function in the hidden layer. The valuation of $C$ is very important to the network. After several learning practices, the appropriate value for Morlet neural network is between 1.9-2.1.

(4) Finally, associate with the training samples. Assume that the maximum value and minimum value of the input sample of the $i$th neuron in the input layer are $x_{\text{max}}$ and $x_{\text{min}}$ respectively, then:

$$w_j = \frac{2w_j}{x_{\text{max}} - x_{\text{min}}} (j = 1, 2, \cdots, M)$$

(10)

The $w_j$ obtained from the above steps is the initial weight from the input layer to the hidden layer. After initializing $w_j$, the initial setting of the scale and translation parameter of wavelet is also very important to the network convergence. It usually can be divided into two circumstances:

(1) The number of nodes in the input layer is 1. Take the same value for the scale parameters $a_i$ of every waveon and the translation parameter $b_j = (j-1)S/M (j = 1, 2, \cdots, M)$. In this formula, $S$ is the number of training samples, and $M$ is the number of neurons where the excitation function is located.

(2) The number of nodes in the input layer is >1. It can be known from the basic wavelet theory that if the time-domain center of the mother wavelet is $t^*$ and the radius is $\Delta \psi$, then the concentrated time-domain area of wavelet translation is:

$$[b + a\Delta \psi, b + a\Delta \psi + a\Delta \psi]$$

(11)

In order to make the wavelet scalability cover the entire range of the input vector, the initial setting of the scale and translation parameters should satisfy the following formulas:

$$\begin{align*}
    b + a\Delta \psi &\equiv \sum_{i=1}^{L} w_j x_{\text{min}} \\
    b + a\Delta \psi &\equiv \sum_{i=1}^{L} w_j x_{\text{max}}
\end{align*}$$

(12)

It can obtain from the above formula:

$$\begin{align*}
    a_j &= \frac{\sum_{i=1}^{L} w_j x_{\text{max}} - \sum_{i=1}^{L} w_j x_{\text{min}}}{2\Delta \psi} \\
    b_j &= \frac{\sum_{i=1}^{L} w_j x_{\text{max}} (\Delta \psi - t^*) + \sum_{i=1}^{L} w_j x_{\text{min}} (\Delta \psi + t^*)}{2\Delta \psi}
\end{align*}$$

(13)
The above formula requires the time-domain center and radius of the mother wavelet, which can be obtained through calculation.

The connective weight $w_{kj}$ from the $k$th neuron in the output layer to the $j$th neuron in the hidden layer can be initialized through the following method:

1. Firstly, take the random number uniformly distributed in the range of [-1,1] as the initial setting value of $w_{kj}$;

2. Then normalize $w_{kj}$:

$$w_{kj} = \frac{w_{kj}}{\sqrt{\sum_{i=1}^{N} w_{kj}^2}} (k = 1, 2, \cdots, N)$$

(14)

Image compression workflow of wavelet neural network is shown in Figure 5.

---

Figure 5. Image compression workflow of vector quantization of wavelet neural network
5. Experimental Simulation and Analysis

With “pout girl” as the original image, realize the image compression by using BP neural network and the method of this paper in MATLAB environment and the effects of the reconstructed images are indicated in Figure 6.

![Figure 6. Simulation result of image compression with different algorithms](image)

(a) Original image                  (b) BP neural network          (c) Wavelet neural network

Figure 6. Simulation result of image compression with different algorithms

![Figure 7. Wavelet neural network training error curve](image)

Figure 7. Wavelet neural network training error curve

It can be seen from the above figure that compared with the original image, the reconstructed image of Figure 6(b) has bad visual effect, obvious distortion and the image edge has big distortion and it is more blurred. Besides, the BP neural network training time increases and the higher compression ratio is obtained at the sacrifice of training time, which will directly lead to the decrease of real time. However, only the weight of the output layer in the wavelet neural network needs to be trained while the weight of the input layer can be determined by the relationship between the interval of the sampling points and the interval of the wavelet compactly-supported interval. Once determined, the training speed of the wavelet neural network can be greatly accelerated. From Figure 6(c), it can be seen that the image adopting wavelet neural network is very clear, its details are more profound and it is very close to the original image.
6. Conclusion
With the increases of image pixels and the transmission rate, image compression technology has become one of the bottleneck technologies in the image processing. This paper has realized the application of wavelet neural network in the image compression and effectively enhanced the compression ability of image data. The comparison result with the traditional neural network training has demonstrated that the algorithm of this paper has had better compression efficiency and effects.
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