Performance analysis of high-k materials as stern layer in ion-sensitive field effect transistor using commercial TCAD
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Abstract
High-k materials as a STERN Layer for Ion-Sensitive-Field-Effect-Transistor (ISFET) have improved ISFET sensitivity and stability. These materials decrease leakage current and increase capacitance of the ISFET gate toward highest current sensitivity. So far, many high-k materials have been utilized for ISFET, yet they were examined individually, or using numerical solutions rather than using integrated TCAD environment. Exploiting TCAD environment leads to extract ISFET equivalent circuit parameters and performs full analysis for both device and circuit. In this study we introduce a comprehensive investigation of different high-k material, TiO2, Ta2O5, ZrO2, Al2O3, HfO2 and Si3N4 as well as normal silicon dioxide and their effects on ISFET sensitivity and stability. This was implemented by developing commercial Silvaco TCAD rather than expensive real fabrication. The results confirm that employing high-k materials in ISFET outperform normal silicon dioxide in terms of sensitivity and stability. Further analysis revealed that Titanium dioxide showed the highest sensitivity followed by two groups HfO2, Ta2O5 and ZrO2, Al2O3 respectively. Another notable exception of Si3N4 that is less than other materials, but still have higher sensitivity than normal silicon dioxide. We believe that this study opens new directions for further analysis and optimization prior to the real cost-ineffective fabrication.

Keywords: high-k materials, ISFET sensitivity, stern layer, titanium oxide

Copyright © 2019 Universitas Ahmad Dahlan. All rights reserved.

1. Introduction
There has been a tremendous convergence in the last decade in chemical sensing applications, with CMOS-based micro-technology playing a crucial role in this field. This has been enabled using solid-state sensors that can be implemented in planar form and manufactured using CMOS technology to monolithically integrate on a single chip. This technology now provides an opportunity for chemical sensing platforms to leverage semiconductor technology that may offer advantages such as scalability, miniaturisation, fabrication, and integration with intelligent instrumentation. ISFET sensors are the most promising and may satisfy all these opportunities. The essential property of ISFETs is scalability with the developing semiconductor fabrication. This property provides a continuous trend of sensor minimisation, with resulting advantages for biochemical tests, e.g. fast response and the small volume of analyte solution required. Due to its promising application in biological, biochemical and medical detection [1-5], ISFET has received much interest since it was first reported by Bergveld in 1972 [6]. Particularly, much effort has been made to investigate pH sensitive ISFETs with studies on device structures and pH-sensing membranes aimed at improving the sensitivity and stability of ISFETs [7, 8].

Utilizing Gouy–Chapman–Stern model can improve ISFET sensitivity and stability using Stern layer in direct contact with electrolyte in ISFET sensing window. It is well known that the gate dielectric is in direct contact with the electrolyte solution, which determines the starting sensitivity of these devices. As the SiO2 gate dielectric shows a low response sensitivity and poor stability, other inorganic materials such as Al2O3 [7, 8], Si3N4 [6, 9], Ta2O5 [9-11], HfO2 [12-15] and ZrO2 [12-14] with their enhanced stability and sensitivity have also been investigated.
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The pervious works of using high-k materials as an ISFETs gate used numerical or mathematical modeling simulations [16-19]. However, now that the ISFET has become the mainstream device of a few CMOS-based sensing platforms, accurate and versatile numerical device simulations in an integrated TCAD environment are desirable to support the ISFET design, extract the ISFET equivalent circuit parameters, and perform mixed device-circuit analysis. Also, the previous investigations that used a TCAD environment for high-k gated ISFET while some of them treat it as MOSFET [20], others using new methodology for electrolyte/insulator interfacing [21, 22], but remain challenged to comprehensive investigation for all commonly used high-k materials as an ISFET sensing membrane.

In this study we introduce a comprehensive investigation of different high-k material, TiO₂, Ta₂O₅, ZrO₂, Al₂O₃, HfO₂ and Si₃N₄ as well as normal silicon dioxide and their effects on ISFET sensitivity and stability. This was implemented by developing commercial Silvaco TCAD rather than expensive real fabrication. We believe this study opens new directions for further analysis and optimization prior the real and cost-effective fabrication way.

2. Material and Methods
2.1. Surface Potential Model
Surface charge density that makes the ISFET sensitive to pH is caused by chemical reactions between the ISFET gate dielectric on one side and the electrolyte on the other side [14, 15]. As a first step toward the development of a general methodology, we will chemically and mathematically improve this relationship. Chemically, when we choose the insulator material as a sensing membrane, ions will rest on the surface membrane of the insulator according to the pH concentration. Therefore, the surface potential (ψ₀) is calculated by the hydrogen ion H⁺ exchange between electrolyte solution and site binding of an insulator. The pH sensitivity of good insulator should cover wide range of pH scale besides linear response to this range [23].

Mathematically, for an FET device:

\[ V_G = V_{FB} + \frac{q N_A X_{d,T}}{C_{OX}} + \frac{2q N_A (X_{d,T})^2}{2\varepsilon_s} \]  \tag{1}

where \( V_G \) is the gate voltage, \( V_{FB} \) is flatband voltage, \( q \) is electronic charge, \( N_A \) is density of concentration, \( C_{OX} \) is the insulator capacitance per unit area calculated by \( C_{OX} = \frac{\varepsilon_{ox}}{T_{ox}} \) and \( X_{d,T} \) is the depletion layer width that can be found by the following:

\[ X_{d,T} = \sqrt{\frac{\varepsilon_s X_F}{q N_A}} \]  \tag{2}

where; \( \varphi_F = \text{semiconductor work function} = \frac{K_T}{q} \ln \frac{N_d}{n_i} \)  \tag{3}

Assume that: \( n_i = 1.43 \times 10^{10} \text{ cm}^{-3} \) for silicon, and \( n_i = 1.92 \times 10^{16} \text{ cm}^{-3} \) for high-k material. Therefore, \( \varphi_F = 4.17 \text{ eV} \) for silicon and 4.59 eV for high-k material. The previous equation shows that we can obtain different \( V_{FB} \) values for different \( V_G \) values. For ISFET device, we can rewrite (1) as follows [24]:

\[ V_{th}^T = E_{ref} - \psi_0 + \chi^{sol} - \frac{Q_{Si}}{q} - \frac{Q_{ox} + Q_{SS}}{C_{ox}} \]  \tag{4}

where \( E_{ref} \), \( \chi^{sol} \), \( Q_{Si} \), and \( Q_{ox} \) are reference electrode potential, electrolyte–insulator interface dipole, work function of silicon, and charge located in the oxide, respectively. \( Q_{SS} \) and \( C_{ox} \) are equivalent insulator–silicon interface charge and top-insulator capacitance per unit area, respectively. As mentioned in Section 1, the surface potential \( \psi_0 \) modulates the floating gate and shifts ISFET threshold voltage \( V_T \). Therefore, the Nernst equation control the proton activity at interface area that relates to potential is written as follows [25]:

\[ \psi_0 = \frac{K_T}{q} \ln \frac{a_{H^+}^{bulk}}{a_{H^+}^{Surface}} \]  \tag{5}
where $q$ and $k$ are elementary charge and Boltzmann constant, respectively. $a$ is the proton activities in gate dielectric–electrolyte interface area and electrolyte. Therefore, we can conclude from (4) and (5) that the shift in threshold voltage for conventional ISFETs is given by the following:

$$V_{th}^T = - \Delta \psi_0$$ (6)

The site-dissociation model developed by Yates [26] describes the relationship between the change of potential with pH change, as follows:

$$\sigma_0(\psi_0) = qN_{sil} \left[ \frac{cH_s - KaK_b}{cH_s + KaK_b + Kb+K_aK_b} \right]$$ (7)

where

$$cH_s = cH_B \exp \left( - \frac{q \psi_0}{kt} \right)$$ (8)

where $N_{sil}$ is the number of amphoteric silanol surface sites, and $cH_s$ is the surface $H^+$ concentration. $Ka$ and $Kb$ are the surface dissociation constants.

2.2. Electrolyte pH Change Model

As mentioned in section 1, the major challenge is the electrolyte simulation in commercial TCAD because it is not equipped with models, materials, and electrochemical processes that manage ISFET process and its operations [15]. Therefore, our idea exploits the user-defined material property offered by Silvaco to simulate electrolyte solution [27]. The properties of a user-defined material offered by Silvaco are exploited to simulate the electrolyte (solution) behavior. The parameters of silicon semiconductor material (i.e., energy bandgap, permittivity, affinity, and density of states) are reconstructed in an electrolyte solution. Therefore, electrostatic solution of the electrolyte area can be investigated by giving a numerical solution for the semiconductor equation inside this area. Three types of materials are available in Silvaco Atlas, namely, semiconductor, insulator, and conductor. The procedure of defining a new material in Atlas (user-defined) specifies the material name, the user group it belongs to, and the last known atlas about the default material. When these parameters are set in their correct places in the Silvaco input deck code, we can change and manipulate the material properties using material statements (i.e., permittivity, energy bandgap, affinity, and density of states) as is typically done [27].

The most important parameters that bind the electrolyte solution physical properties with the intrinsic semiconductor electrical parameters are density of states, conduction band NC, and valence band NV. These parameters play key roles in the molar concentration of the solution based on the following methodology. At the chemical equilibrium, the dissociation of H2O is (H+ + OH−). Thus, the mass action law at 25°C and pure water is introduced by the following [28]:

$$K_\omega = [H^+] [OH^-]$$ (9)

$$H^+ + OH^- = 1.0 \times 10^{-7} \text{mol/L}$$ (10)

thus,

$$K_\omega = 1.0 \times 10^{-14}$$ (11)

The mass action law states that multiplying the free hole concentration $p$ and the free electron $n$ is equal to the square of the intrinsic carrier concentration $n_i$ under thermal equilibrium. The carrier concentration can be given as follows, based on Boltzmann statistics [29]:

$$p = N_V e^{-\frac{E_F-E_V}{kT}}$$ (12)
\[ n = N_C e^{\frac{E_C-E_f}{kT}} \]  

where \( E_V \), \( E_C \), and \( E_f \) are the upper energy level of the valence band, the lower value level of the conduction band, and the Fermi level, respectively. If \( p=H^+ \), \( n=\text{OH}^- \), and \( n=p \) from (10); if \( E_C-E_f=E_v-E_g/2 \) from \([30]\) Thus, we can rewrite (12) and (13) as follows:

\[ N_C = n e^{\frac{E_g}{kT}} \]  
\[ N_V = p e^{\frac{E_g}{kT}} \]  

Therefore, (14) and (15) clearly demonstrate the relationship between pH change in electrolyte and the density of state for valence and conduction band. The site-binding model side can be updated based on the relation that described from (9) to (15) by replacing each \( H^+ \) with its semiconductor counterpart. The mass action law in (9) is the same as the relation \( n_i^2 = np \). Therefore, we can rewrite (7) as follows:

\[ \sigma_0 = q n_{sil} \left( \frac{p n_i^2 - K_b p}{p n_i^2 + K_b p} \right) \]  

where the \( n_i \) is a constant, and only \( p \) and \( n \) will change with pH.

2.3. TCAD Simulation

Commercial TCAD allows users to introduce bias-dependent surface charges in the form of interface donor or acceptor traps. The challenge is simulating the updated surface charge density equation described by (16) in the electrolyte pH change model \([31]\). To introduce this equation to the simulator, interface trap statements are utilized to mimic the surface charge accurately, as follows \([27]\):

\[ \text{INTTRAP} \langle \text{type} \rangle \ E. \ \text{LEVEL}= \langle r \rangle \ DENSITY= \langle r \rangle \ \langle \text{capture parameters} \rangle \]

“INTTRAP activates interface defect traps at discrete energy levels within the bandgap of the semiconductor and sets their parameter values. Device physics has established the existence of three different mechanisms, which add to the space charge term in Poisson’s equation in addition to the ionized donor and acceptor impurities” \([27]\). Interface traps will add space charge directly into the right-hand side of Poisson’s equation. To calculate the trapped charge in Poisson’s equation, the total charge value is defined by the following:

\[ \sigma_0 = q(N_{ID}^+ - N_{IA}^-) \]  

where \( N_{ID}^+ \) and \( N_{IA}^- \) are the densities of ionized donor-like and acceptor-like traps, respectively. \( DENSITY \) and its probability of ionization are represented as \( FIA \) and \( FID \), respectively. For donor-like and acceptor-like traps, the ionized densities are calculated by the following equations:

\[ N_{ID}^+ = DENSITY \times F_{ID} \]  
\[ N_{IA}^- = DENSITY \times F_{IA} \]  

where \( FIA \) and \( FID \) are given by the following equations:

\[ F_{IA} = \frac{V_n \text{SIGN} n+e_p A}{V_n \text{SIGN} n+V_p \text{SIGN} p+e_{nA}+e_p A} \]  
\[ F_{ID} = \frac{V_p \text{SIGN} p+e_p D}{V_n \text{SIGN} n+V_p \text{SIGN} p+e_{nD}+e_p D} \]
where $\text{SIGN}$ is the carrier capture cross sections for electrons and $\text{SIGP}$ holes. The thermal velocities for electrons and holes are $V_n$ and $V_p$, respectively. For donor-like traps, the electron and hole emission rates, $e_{nD}$ and $e_{pD}$, are defined by the following [27]:

$$e_{nD} = \frac{1}{\text{DEGEN.FAC}} V_n \text{SIGN} n_i e^{\frac{E_t - E_i}{kT}}$$  \hspace{1cm} (22)

$$e_{pD} = \text{DEGEN.FAC} V_p \text{SIGP} n_i e^{\frac{E_t - E_i}{kT}}$$  \hspace{1cm} (23)

where $E_t$ and $E_i$ are the trap energy level and the intrinsic Fermi level position, respectively. DEGEN.FAC is the degeneracy factor of the trap center. For acceptor traps, the electron and hole emission rates, $e_{nA}$ and $e_{pA}$, are defined by the following [27]:

$$e_{nA} = \text{DEGEN.FAC} V_n \text{SIGN} n_i e^{\frac{E_t - E_i}{kT}}$$  \hspace{1cm} (24)

$$e_{pA} = \frac{1}{\text{DEGEN.FAC}} V_p \text{SIGP} n_i e^{\frac{E_t - E_i}{kT}}$$  \hspace{1cm} (25)

for example, the acceptor interface trap statement and its parameters are as following:

\begin{center}
\text{INTRAP ACCEPTOR E LEVEL: DENSITY: INTMATERIAL: DEGEN. FAC EoN: EoP: SIGN: SIGP:}
\end{center}

Considering all equations mentioned above, we can rewrite the sit-binding model (1) based on TCAD model. We first assume that acceptor and donor traps exchange carriers only with the conduction and valence band of the semiconductor representing the electrolyte, respectively. Hence, we can rewrite (7) in terms of TCAD model as follows:

$$\sigma_{(TCAD)} = q \times \text{DENSITY} \left( \frac{V_p \text{SIGP} - V_n \text{SIGN} n}{V_p \text{SIGP} + V_n \text{SIGN} n + K_b n_i^2} \right)$$  \hspace{1cm} (26)

for more details about TCAD simulation and modelling, the previous work was well described all modelling methodologies [32].

3. Results and discussion

In this section a comparison results of different high-k materials as ISFET sensing membrane will introduce. Table 1 and Table 2 are the TCAD simulation parameters. The parameters required for validation and simulation are easily derived from the literature data as shown in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{Stern}}$</td>
<td>-</td>
<td>-</td>
<td>Channel length</td>
<td>200</td>
<td>nm</td>
</tr>
<tr>
<td>$T$</td>
<td>300</td>
<td>K</td>
<td>S/D doping</td>
<td>$10^{17}$</td>
<td>cm$^{-3}$</td>
</tr>
<tr>
<td>$k$</td>
<td>1.380649×10$^{-23}$</td>
<td>J/K</td>
<td>S/D length</td>
<td>50</td>
<td>nm</td>
</tr>
<tr>
<td>$t_{\text{electrolyte}}$</td>
<td>1000</td>
<td>nm</td>
<td>Electrolyte concentration</td>
<td>$10^{-3}$</td>
<td>Mol/L</td>
</tr>
<tr>
<td>$t_{\text{ox}}$</td>
<td>3</td>
<td>nm</td>
<td>Oxide permittivity</td>
<td>3.9</td>
<td>-</td>
</tr>
<tr>
<td>Electrolyte permittivity</td>
<td>80</td>
<td>-</td>
<td>$V_{DS}$</td>
<td>50</td>
<td>mV</td>
</tr>
</tbody>
</table>

The difference in this work with other works and investigations, the research data extracted directly from TCAD as a transfer characteristic. Therefore, the equations from 1 to 26 is interpreted as Silvaco ATHENA and ATLAS codes [27]. An ISFET device is simulated to check the suitability of the modeling procedure. The cross-section of the ISFET simulation structure is shown in Figure 1. The parameters required for validation and simulation for
example SiO\textsubscript{2} gate dielectric to check the validity of our model and to show the agreement of models with the theoretical models and with experimental work. The first set of model validation examines the effect of changing pH on charge density in site-binding model. This is accomplished by comparing our models with the theoretical model developed by Yat [26] as shown in Figure 2. Furthermore, the density of states \( NC \) and \( NV \) according to pH change values shown in Figure 3.

### Table 2. Materials Parameters used in TCAD Simulation [9, 16, 25]

<table>
<thead>
<tr>
<th>Material</th>
<th>Dielectric Constant</th>
<th>Density ( K_b )</th>
<th>Density ( K_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO\textsubscript{2}</td>
<td>3.9</td>
<td>( 5 \cdot 10^{14} ) (1/cm(^2))</td>
<td>( 10^6 )</td>
</tr>
<tr>
<td>Ta\textsubscript{2}O\textsubscript{5}</td>
<td>22</td>
<td>( 10 \cdot 10^{14} ) (1/cm(^2))</td>
<td>( 10^4 )</td>
</tr>
<tr>
<td>TiO\textsubscript{2}</td>
<td>80</td>
<td>( 1.2 \cdot 10^{14} ) (1/cm(^2))</td>
<td>( 10^9 )</td>
</tr>
<tr>
<td>Si\textsubscript{3}N\textsubscript{4}</td>
<td>7.5</td>
<td>( 3.10^{14} ) (1/cm(^2))</td>
<td>( 10^6 )</td>
</tr>
<tr>
<td>Al\textsubscript{2}O\textsubscript{3}</td>
<td>14</td>
<td>( 8 \cdot 10^{14} ) (1/cm(^2))</td>
<td>( 10^{10} )</td>
</tr>
<tr>
<td>HfO\textsubscript{2}</td>
<td>25</td>
<td>( 8 \cdot 10^{14} ) (1/cm(^2))</td>
<td>( 10^{10} )</td>
</tr>
<tr>
<td>ZrO\textsubscript{2}</td>
<td>22</td>
<td>( 9 \cdot 10^{14} ) (1/cm(^2))</td>
<td>( 2.8 \cdot 10^4 )</td>
</tr>
</tbody>
</table>

The electrostatic behavior (transfer characteristics) of a conventional ISFET device is simulated. Draining to source current \( I_{\text{ds}} \) versus the reference gate voltage \( V_{\text{Ref}} \) at various pH values for TiO\textsubscript{2}, Ta\textsubscript{2}O\textsubscript{5}, ZrO\textsubscript{2}, Al\textsubscript{2}O\textsubscript{3}, HfO\textsubscript{2} and Si\textsubscript{3}N\textsubscript{4} Stern Layer is shown in Figures 4 (a-f). The observed increase in threshold voltage could be attributed to the increase in pH values. Figures 4 (a-f) shows that the lowest and the highest values of pH report less sensitivity compared with values in the range pH 5–9, which is consistent with the theories [9].

![Figure 1. 2D cross section of ISFET](image)
For more analysis, the average sensitivity of conventional Stern-ISFET for six high-k materials sensing membrane is compared with each as well as the average sensitivity of SiO₂ introduced in Figure 5. As shown the high-k sensing membranes are hit the Nernst limit and the stability also contributed in acceptable way comparing with normal silicon dioxide. Figure 6 describe the shift in threshold voltage in front of pH bulk change from 1→14. Slightly difference between high-k materials comparing with normal silicon dioxide and the stability of them are reach extremely by 99.99%.

Specifically, the contribution of each sensing membrane from the theoretical sensitivity based on Nernst equation observed in Figure 7. As shown, the most contributed one is TiO₂ by 59.065 mV/pH, next two materials are HfO₂ and Ta₂O₅ by ~59.03 mV/pH. The lowest two materials are ZrO₂ and Al₂O₃ by 59.007 mV/pH and 59.02 mV/pH, respectively. Finally, Si₃N₄ is notable exception as shown because of the SiOH groups formed by oxidation of silicon, the Si₃N₄ surface is characterized by additional basic sites formed by primary amine groups [10].
Figure 4. Transfer characteristics with respect to the reference gate voltage for the Sensing Membranes as ISFET stern layer, (a) Al₂O₃, (b) Si₃N₄, (c) HfO₂, (d) Ta₂O₅, (e) ZrO₂, (f) TiO₂
Performance analysis of high-k materials as stern layer… (Ahmed M. Dinar)

4. Conclusion

In this study we introduce a comprehensive investigation of different high-k material as well as normal silicon dioxide and their effects on ISFET sensitivity and stability. This was implemented by developing commercial Silvaco TCAD rather than expensive real fabrication. The results confirm that employing high-k materials in ISFET outperform normal silicon dioxide in terms of sensitivity and stability. Further analysis revealed that Titanium dioxide showed the highest sensitivity followed by two groups HfO₂, Ta₂O₅ and ZrO₂, Al₂O₃ respectively. Further studies should investigate the performance analysis of commonly used high-k materials using same approach. Although the simulation approach still considered not real fabrication and measurements, this study opens new directions for further analysis and optimization prior the real and cost-effective fabrication way.
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