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Intorduction 

Currently, researchers have shown an increased interest on the effect of acoustic 
treatments on plant growth. Traditionally, talking to plants has subscribed to the belief that it 
may affect the growth of plants in both either positive or negative growth and development. 
Talking positively might enhance the growth of plants while spitting out bad words to the 
plants may detriment their development. Acoustic treatments are increasingly recognised as 
the supplemental factor that contribute to the growth of various plants. Many researchers have 
proven that various plants react to different kind of acoustic treatments in both positive and 
negative manners [1][2][3][4]. Comparatively, little attention has been given to the statistical 
experimental design of these studies. Researchers has not treated the design of experiments in 
much details except for [5]. However, the study does not focus on statistical design of 
experiment but rather to the engineering part to generate acoustic frequencies. Based on 
previous studies, few researches have not even reported the total sample size used in their 
experiment.  

Hence, in the present study, power analysis will be considered in the phase of designing an 
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Recently, acoustic treatments have become an attention in agricultural 
studies. Many researchers found that acoustic treatments can be a 
supplemental factor in enhancing plant growth. However, the 
researches on this field have been mostly restricted to find the 
significant effect of their studies. Although extensive researches have 
been carried out, few studies do not report the sample size used in their 
experiment. Hence, this study will emphasise on the application of 
power analysis in the phase of designing an experiment which focus on 
the experiment to find the effect of acoustic treatments on mung beans. 
This paper presents a step-by-step guide to find the minimum number 
of sample size needed to conduct the experiment and how 
retrospective power analysis is calculated specifically for the data 
analysis using multivariate analysis of variance (MANOVA). Based on 
this study, the minimum total sample size estimated to conduct this 
experiment is 120 to 216. Upon conducting the experiment, the 
retrospective power is 97.3% and the effect size is 0.096. The effect size 
obtained can be a reference parameter for future experiment. 
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experiment as well as detecting the power of the real study. Power analysis is an analysis 
method that can be used to determine if the experiment provide enough power to make a 
reasonable conclusion [6]. Power analysis can also be used to calculate the total sample size 
required to achieve a specified level of power. In a designed experiment, statistical power is 
simply the probability of making correct decision. In the other words, it is the probability of 
correctly rejecting the false null hypothesis ( 0H ). Considering a study that fail to reject null 

hypothesis, there exist two possibilities of the insignificant result. A possible explanation for 
the insignificant result is either because of the conclusion made fail to reject null hypothesis is 
a correct decision where there is no real effect or the sample size is inadequate to either reject 
or fail to reject the null hypothesis as shown in Table 1. Table 1 presents statistical decision 
involved in hypothesis testing. 

Table.1  THE STATISTICAL DECISION ON HYPOTHESIS TESTING. 

 True 0H  False 0H  

Fail to reject 0H   Correct decision: Specificity (1 − ) Type II error (  ) 

Reject 0H  Type I error ( ) Correct decision: Power (1 − ) 

 
Power analysis is important to justify the validity of the study based on estimating sample 

size and statistical power. A research is considered to be not good enough when it could not 
detect the real effect due to lack of statistical power. Power analysis can be classified into three 
types which are priori, retrospective and posteriori power analysis [7]. Priori power analysis 
estimates the sample size calculation. It is important for researchers in the beginning of 
designing an experiment to select adequate sample sizes [8]. Inadequate sample sizes may lead 
to the missing of detecting the real effect. Meanwhile, too large sample size may result in 
unnecessary wastage of resources. Hence, proper sample size calculation is required before 
conducting an experiment.  

In power analysis, there are several parameters that need to be considered which are effect 
size, type I error, power of the study and statistical test [9]. Effect size is the measure of how 
minimum differences between the groups that can be considered significant. Type I error is 
significance level which usually fixed at   while power is as mentioned above, the probability in 
finding an effect which generally may kept from 80% to 99%. For priori power analysis, it is 
important to have an idea about the statistical test that are desired to be employed on the data. 
Different statistical test has different methods of power calculation. Hence, it is important to 
know what kind of statistical test that is suitable for the data. 

Contrary to priori power analysis, posteriori power analysis works such that the sample 
size being determined first and the amount of power was estimated based on the sample size, 
effect size and alpha level. Meanwhile, retrospective power analysis is the observed power that 
was done solely based on the experimental data collected. In this paper, we only consider two 
types of power analysis which are priori and retrospective which focus on power analysis for 
multivariate analysis of variance (MANOVA). Firstly, priori power analysis is run to decide the 
minimum total sample size required in order to obtain result with high power. Secondly, 
retrospective power is calculated to find the observed power in the real data upon conducting 
the experiment. This paper will discuss on experiment that consists of one factor with six levels 
and three continuous response variables. 

Method 

Steps in Conducting Priori Power Analysis 

Figure 1 presents a flowchart which summarise the steps in conducting priori power 
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analysis. In the phase of designing an experiment, researchers must be clear on the main 
objective to conduct the experiment. Firstly, statistical hypothesis for the experiment should 
be formulated. Following that, the design of experiment was determined. Then, methods for 
data analysation should be specified and the assumptions of the statistical methods chosen 
were identified. There are wide ranges of data analysation methods so the researcher must be 
aware of the most suitable method that should be applied based on their experimental design. 
After that, the desired power, significance level and effect size of the experiment must be 
specified for the calculation of minimum sample size required. G*Power [10] was used to 
calculate the priori power analysis to generate the minimum sample size estimation.  

 

Figure 1.  Flowchart of priori power analysis 

In conducting an experiment which deal with real data, it is very natural to encounter any 
attrition. The expected attrition might be due to the ungerminated seeds, unidentified death of 
plants, plants destroyed by animals and etcetera. Hence, expected attrition should be specified 
and the total minimum sample size required will be more accurate which consider the expected 
attrition [11]. The corrected minimum sample size can be calculated such that: 

 

1 %
corrected

attrition

N
N =

−
 

(1) 

where   is the total sample size generated from G*Power and   is the percentage of attrition 
estimated based on the experimental design. 

Application of Priori Power Analysis in the Experiment 

The main objective of this experiment is to find the significant effect of acoustic treatments 
on the growth of mung beans. Factor considered in this experiment is acoustic treatments with 
six levels. The acoustic treatments were exposed to mung beans in chambers for three hours 
every morning. Five various acoustic treatments were exposed to mung beans in five different 
chambers which were Western classical, nature sound, rock music, soprano and Quranic 
recitation. The remaining one chamber acts as a control. The experimental data was recorded 
on day 15 of the growth of mung beans. The response variables measured were length of stem, 

Formulate statistical hypothesis

Identify the statistical method 
of data analysis

Idenitify the assumptions of 
the statistical method

Identify the desired power, 
significance level and effect size
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number of leaves and length of root. The experiment was designed to analyse the data based 
on MANOVA looking at the effect of acoustic treatments on the growth of mung beans. Hence, 
the statistical hypothesis of this study was: 

 

0 1 2 3 4 5 6:H = = = = =μ μ μ μ μ μ  (2) 

 
 
which the null hypothesis is the mean vector for every groups are equal and the alternative 

hypothesis   is given by: 

1 i jH = μ μ  (3) 

 
For i j , the mean vector is not equal for at least two different groups. 

The experimental design was conducted based on complete randomised design (CRD) and 
the experimental data will be analysed using MANOVA. Before conducting MANOVA, the data 
should meet the assumptions of MANOVA which are the observations are independent, the 
data is normal, the covariance matrices are equal and the response variable are correlated.  

Following that, the desired parameters for priori power analysis is specified.  In this 
experiment, we consider the minimum power to be 80% because and the alpha level is set at 
0.05. For effect size, usually we can set the effect size based on previous findings and so on. 
However, no effect size reported in this field. Hence, we set the effect size, f  based on Cohen’s 

medium effect [6], [12] which is 0.25f = . Thus, the effect size for MANOVA, 2 ( )f V  is set to be 
2 ( ) 0.0625f V = . 

Retrospective Power Analysis based on MANOVA 

The experiment was conducted based on the corrected total sample size calculated. Upon 
conducting the experiment, retrospective power analysis can be conducted based on the 
responses recorded. The experimental data was checked with the assumption and statistical 
analysis desired. In this paper, we used exact power calculation which are applied in most 
software packages.  The calculation of power is given as [12]: 

 
1Power = −  (4) 

 
where   is the probability fail to reject null hypothesis. The non-centrality parameter,   

can be calculated such that 
2

2

1 21

partial

partial

df
df F





= =

−
 

(5) 

where is F is the value from F-test, 1df  is the hypothesis degree of freedom, 2df  is the error 

degree of freedom and 2

partial  is the partial eta-squared which represent the effect size for 

MANOVA. The equation of finding the partial eta-squared is: 

2 1

1 2

effect

partial

effect error

SS df F

SS SS df F df
 = =

+ +
 

(6) 

where effectSS  is the sum of squares of the effect of interest and errorSS  is the sum of squares for 

error term associated with the effect of interest. The result of MANOVA and retrospective 
power analysis were applied using IBM SPSS Statistics Version 25.0.  
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Result and Discussion 

Figure 2 shows the output for priori power analysis based on the desired power of 0.8, 
effect size of 0.0625, alpha level of 0.05 with six groups of acoustic treatments and three 
response variables. Based on the figure, it is estimated that the minimum total sample size 
required for mung bean seeds is 108. This means that every group needs 18 seeds to be grown. 
However, considering expected attrition of 10%, the   is 120 as shown in Table 2. Table 2 
displays the corrected total sample size based on expected attrition ranging from 10% to 50% 
for the specified parameters mentioned above which were calculated using Equation (1). The 
values of   can also be rounded to the nearest suitable value so that all groups will obtain equal 
sample sizes. In the case of using some seeds that has low probability of successful growth, we 
may consider the 50% expected attrition. From the table,   for expected attrition of 50%. This 
may support any observations missing during the experiment in the case of unsuccessful 
growth. 

 

 
Gambar 1. The output of sample size calculation from G*Power 

 

Table.2  THE CORRECTED TOTAL SAMPLE SIZE BASED ON EXPECTED ATTRITION 

Expected attrition (%) Ncorrected 

10 120 

20 135 

30 154 

40 180 

50 216 

 
Figure 3 presents the plot of effect size, alpha level and power versus total sample size for 
sample size ranging from 10 to 250. Based on the figure, we can see that both small effect size 
and small alpha level require larger total sample size. Meanwhile, to achieve higher power in a 
study, we need to consider larger total sample size. This means that to detect the real effect, 
large sample size is needed but how large the sample size needed can be obtained from power 
analysis. Hence, this could reduce the waste of resources. The series of power analyses yielded 
the suitable total sample size of 120 to 216 considering the expected attrition. 
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(i)        (ii) 

 
 
 
 
 
 
 
 
 
 

 
(iii) 

Figure 1.  Graph plot of (i) effect size versus total sample size (ii) alpha level versus total 
sample size and (iii) power versus total sample size 

The experimental data was analysed using MANOVA and the assumptions were met. This 
study does not engage with the discussion on MANOVA and the follow up test for this study can 
be obtained from Abdullah [13]. Table 3 shows the result of MANOVA with retrospective power 
included with partial eta-squared and non-centrality parameter that can be calculated as in 
Equation (4-6). 

Table.3  MANOVA AND RETROSPECTIVE POWER RESULT 

Sources of 
variation 

Acoustic treatments 

Test statistics Pillai’s trace Wilk’s lambda 
Hotelling’s 

trace 
Roy’s largest root 

Value 0.281 0.738 0.330 0.214 

F 2.334 2.382 2.414 4.853 

1
df

 
15 15 15 5 

2
df

 
339.000 306.824 329.000 113.000 

p-value 0.003 0.003 0.002 0.000 

2

partial


 
0.094 0.096 0.099 0.176 

  35.004 32.727 36.209 24.173 

Retrospective 
power 

0.983 0.973 0.986 0.976 
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Based on Table 3, we only reported the test statistics of Wilk’s lambda.  The power of this 
study is 97.3% which is expected to be high as we have done the priori power analysis from 
the beginning. Furthermore, we can see that the effect size which were calculated based on  is 
0.096. This means that there is 9.6% of variance effect of group differences in the MANOVA. 
This percentage value is sufficient to do post hoc analysis. Although few researchers does not 
recommend the retrospective power analysis [14] as the observed power is dependent on the 
observed significance level, the observed effect size is actually beneficial for future research in 
this field. This is because both statistical significance and effect size are two components that 
complements each other in order to report findings [15]. 

Conclusions 

From our study, we suggest that researchers need to include the justification of sample size 
obtained for their experiment. Power analysis is important in the phase of designing an 
experiment where total sample size can be estimated. Estimation of sample size is the key to 
perform an effective experiment. It is also beneficial to use retrospective power analysis which 
the effect size obtained can be a reference for the future experiment. Based on our study, we 
suggest the sample size of 120 plants which are adequate to detect minimal real effect when 
applying MANOVA for data analysis with a factor of six levels and three continuous response 
variables. For an effect size value of 0.096, this can be a reference parameter in the future 
experiment with similar procedure. 
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