
Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 

Vol. 10, No. 2, June 2024, pp. 373-384 

ISSN: 2338-3070, DOI: 10.26555/jiteki.v10i2.28817  373 

  

 

Journal homepage: http://journal.uad.ac.id/index.php/JITEKI Email: jiteki@ee.uad.ac.id 

 

Detection of Eight Skin Diseases Using Convolutional Neural 

Network with MobileNetV2 Architecture for Identification and 

Treatment Recommendation on Android Application 
 

Ainul Furqon, Kamil Malik, Fathorazi Nur Fajri 
Department of Informatics Engineering Nurul Jadid University, Paiton, Probolinggo and 67291, Indonesia 

 

ARTICLE INFO  ABSTRACT 

Article history: 

Received May 12, 2024 

Revised June 29, 2024 
Published July 12, 2024 

 

 Skin diseases are common in Indonesia due to the tropical climate, high 

population density, and low public awareness about skin health. These 

diseases are often caused by infections, chemical contamination, or other 

external factors and typically develop internally before becoming visible, 

with contact dermatitis being the most frequently reported condition. To 

address this issue, this research proposes the use of Artificial Intelligence 

(AI), specifically Convolutional Neural Network (CNN) with the 

MobileNetV2 architecture, to detect eight types of skin diseases, namely 

cellulitis, impetigo, athlete's foot, nail fungus, ringworm, cutaneous larva 

migrans, chickenpox, and shingles. MobileNetV2 was chosen for its 

efficiency and high accuracy in mobile applications. The methodology 

involves developing a detection system using CNN MobileNetV2, integrated 

into an Android application to identify skin diseases and provide treatment 

recommendations. The dataset was collected, labeled, resized, and 

normalized to meet the model requirements. After training, the model was 

tested using a separate dataset to ensure its generalization ability and was 

finally integrated into the Android application. This application allows users 

to detect skin diseases and receive treatment advice directly. The research 

results show that the CNN MobileNetV2 model achieves high accuracy in 

classifying the eight types of skin diseases, with stable performance over 

several training epochs. Evaluation of the test dataset revealed an overall 

accuracy of 97%, with high precision, recall, and F1-score for all disease 

classes. The application achieved an accuracy of 84% on general data, 

demonstrating its practical utility. However, the need for real-time updates of 

treatment information was identified as a limitation. This research advances 

skin disease detection technology and improves public access to accurate 

healthcare services. Future studies should focus on real-time treatment 

information updates and expanding the range of detectable diseases to 

enhance skin disease application. 
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1. INTRODUCTION  

The skin acts as an intermediary between internal organs and the external environment, playing a role in 

detecting stimuli such as pressure and pain and protecting against harmful environmental influences [1], [2]. 

Skin disorders can be triggered by various causes, including diseases, chemical contamination, infections, or 

external stimulation, and these conditions usually develop internally before becoming visible on the skin's 

surface [3], [4]. This study examines eight types of skin diseases: cellulitis, impetigo, athlete's foot, nail fungus, 

ringworm, cutaneous larva migrans, chickenpox, and shingles, one of which is commonly found among the 
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Indonesian population. According to epidemiological data from March 2022, the high prevalence of skin 

diseases in Indonesia reached 97% of 389 reported cases, with contact dermatitis being the most frequently 

occurring case, indicating that the challenges of skin health faced in this country are significant. 

In Indonesia, skin diseases are a common health problem due to the tropical climate. The high population 

density in major cities and the lack of public awareness about the importance of skin health are significant 

factors [5]. Maintaining skin health is crucial because unhealthy skin can trigger various skin diseases. Personal 

and environmental hygiene are the first steps in preventing skin problems. However, when skin issues arise, 

consulting a doctor is usually necessary for an accurate diagnosis [6]. The challenge is that some skin diseases 

have similar symptoms but require different treatments. Economic factors often hinder people from seeing a 

doctor due to the high costs of examinations and treatments. Therefore, using artificial intelligence systems to 

detect skin diseases is expected to help improve accessibility to quick and accurate diagnoses for the public 

[7]. 

Artificial Intelligence (AI) refers to the ability of computer systems to mimic human behavior and solve 

various specific tasks [8]. One application of AI is detecting objects in digital images, including recognizing 

colors and patterns of skin diseases. For object detection, the method used is Convolutional Neural Network 

(CNN) [9]. CNN is a deep learning technique that utilizes convolutional layers to process inputs with filters 

[10]. Various CNN architectures, such as MobileNetV2, ResNet, and VGG, are used in image data processing 

[11]. This study chose the MobileNetV2 architecture because it focuses on increasing speed and efficiency 

while maintaining high accuracy in image recognition. The Convolutional Neural Network (CNN) architecture 

MobileNetV2 can also be called CNN MobileNetV2. MobileNetV2 is specifically designed for mobile 

applications such as Android devices, making it very suitable for implementation in skin disease detection that 

requires high performance and quick response [12]. 

Previous research by [13] successfully detected six skin diseases, including acne, athlete's foot, 

chickenpox, eczema, skin cancer, and vitiligo. They used a skin disease dataset from the internet and processed 

the model using CNN methods, achieving an accuracy rate of 81.75%. Although the results of this study were 

applied to a mobile application, the available features only facilitated the display of skin disease detection 

results. Other studies, such as the one conducted in [14], focused on detecting monkeypox using the CNN SE-

ResNet architecture, achieving a model accuracy of 95%, which is higher than pure CNN. Unfortunately, this 

detection has not been implemented in a mobile application. 

The study [15] also focused on detecting skin cancer to simplify risk assessment. They used CNN 

MobileNetV2 and achieved a 95% accuracy in data processing, although detection results on their Android 

application showed an accuracy of 70%. While CNN MobileNetV2 and CNN SE-ResNet have comparable 

accuracy, the use of SE-ResNet in Android applications was not pursued, as MobileNetV2 is more suitable for 

mobile applications with high efficiency in image recognition. In contrast, SE-ResNet is usually used in 

applications requiring more complex and accurate feature representations. 

This research improves skin disease detection using Convolutional Neural Network (CNN) and the 

MobileNetV2 architecture. Unlike previous studies that only focused on a few types of skin diseases [16], this 

study covers eight types of skin diseases. MobileNetV2 was chosen for its efficiency and exemplary 

performance in mobile applications, which can provide high detection accuracy, as evidenced in previous 

similar studies [17]. Furthermore, this research develops a detection model and integrates it into an Android 

application. This lets users quickly detect skin diseases and receive treatment recommendations directly 

through the application. Thus, this research advances skin disease detection technology and expands public 

access to accurate and integrated health services. 

 

2. METHODS  

The research methodology aims to develop a skin disease detection system using a Convolutional Neural 

Network (CNN) [18] with a MobileNetV2 architecture, which will be implemented in an Android application 

for skin disease identification and treatment recommendations. The research methodology steps are explained 

in Fig. 1. First, the collected dataset is processed to prepare labeled images according to the type of disease, 

divided into training and testing data, resized, and normalized to be suitable for machine learning with the CNN 

MobileNetV2 model [19]. Next, the testing data is used to evaluate the model's performance. Once the model 

is trained and tested, it is integrated into the Android application [20]. This application will feature treatment 

recommendations for eight types of skin diseases, allowing users to receive treatment advice based on the 

disease identification results from the model. 
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Fig. 1. Research System Design 

 

2.1. Dataset 

In the era of Society 5.0, data can be collected from various sources that are accessible to anyone. For 

several fundamental reasons, this study uses eight types of skin disease data: cellulitis, impetigo, athlete's foot, 

nail fungus, ringworm, cutaneous larva migrans, chickenpox, and shingles. First, these diseases are common 

and frequently encountered in daily medical practice [21], ensuring relevance and wide application in the 

clinical world. Second, each disease has distinct visual and clinical characteristics, allowing the model to be 

tested on various patterns and features [22]. Third, some of these diseases have symptoms similar to other skin 

conditions, requiring accurate detection to help evaluate the model's ability to address diagnostic complexity. 

Fourth, the dataset used was obtained from Kaggle and provided high-quality images with explicit annotations 

for each disease, which is a crucial factor in deep-learning research. Fifth, quickly and accurately identifying 

these skin diseases can significantly impact healthcare, as these diseases can cause severe complications if not 

recognized and treated promptly. Finally, selecting these diseases provides sufficient challenges to test the 

MobileNetV2 model's capabilities [23], allowing this study to evaluate the model's performance and 

generalization comprehensively. The dataset from Kaggle was chosen to ensure quality, validity, and ease in 

this study, as the platform provides high-quality datasets with explicit annotations and is well-regarded and 

widely recognized. Additionally, the dataset used in this study has been accessed by approximately 14,600 

users and downloaded thousands of times, ensuring its excellent quality and reputation. Besides the dataset 

from Kaggle, additional data was also collected from the general public in the research environment to test the 

model's capability and observe the accuracy of the results from this skin disease detection Android application. 

 

2.2. Processing 

The processing procedure involves a series of actions or operations performed on raw data to transform 

it into a more valuable and meaningful form. First, the data is divided into training and testing data to evaluate 

the trained model accurately [24]. Training data trains the model to learn patterns and features from the dataset 

[25]. In contrast, testing data is used to test the model's performance on unseen data, allowing the evaluation 

of the model's generalization ability and ensuring the model does not simply memorize the training data. Next, 

data labelling is performed, and the names of skin diseases are converted into numerical labels. This aims to 

facilitate the modelling process, ensure consistent data formatting, improve processing efficiency, and avoid 

errors that can occur with text data. The machine learning model can learn and predict more effectively and 

accurately with numerical labels. Data scaling is conducted, which involves resizing images to ensure all 

images have consistent dimensions before being used in the machine learning model training [26]. This helps 

maintain data consistency, optimize the training process, avoid image distortion, and meet the input size 

requirements of the deep learning model, thus enabling the model to process images efficiently and accurately. 

Finally, the data is normalized by dividing each pixel value to fall within the range of 0-1, which aims to 

accelerate model convergence during training and enhance numerical stability. 

 

2.3. CNN MobileNetV2 

Convolutional Neural Network (CNN) MobileNetV2 is a deep learning model architecture designed for 

mobile and embedded applications with limited computing resources, combining efficiency and high accuracy 

in recognizing images [27]. In this research, MobileNetV2 is used as a feature extractor through TensorFlow 

Hub. A feature extractor via TensorFlow Hub is a pre-trained model component that extracts important features 

from raw data such as images or text, allowing users to utilize models already trained on large datasets. This 

saves time and computational resources and improves the accuracy and efficiency of the machine-learning 

process without the need to train models from scratch [28]. Therefore, the feature extractor through TensorFlow 

Hub offers high efficiency and speed with a small model size. It is pre-trained on large datasets such as 

ImageNet and has good generalization capabilities for various computer vision tasks. The model is 

implemented in the Keras layer with pixel-sized input images to meet the requirements of the MobileNetV2 

architecture. Keras is one of the popular deep-learning libraries due to its ease of use. It provides various types 

of layers that are used to build neural network models. This layer is disabled for retraining (trainable=False) to 

maintain the optimized weights and speed up the training process [29]. The Keras layer used in this study 
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involves a dense layer with eight neurons and uses softmax activation. Softmax activation is a function that is 

often used in artificial neural networks, especially in the output layer in multiclass classification problems. The 

softmax function converts the network output into probabilities that can be summed up to one so that each class 

has a probability between 0 and 1. 

 σ(Zi) =  
ezi

∑ ezjk
j=1

 (1) 

The explanation of the formula is as follows: zi is the score produced by the neural network for class i, K 

is the total number of classes, and σ (zi) is the probability of class i. Softmax activation is added to classify the 

images into eight types of skin diseases because softmax is suitable for multiclass classification tasks. The 

model is compiled using the 'Adam' optimizer, known for its efficiency in optimization, and the 

'sparse_categorical_crossentropy' loss, which is appropriate for multiclass classification with unordered labels. 

The accuracy metric is used to evaluate the model's performance. The training process is conducted over several 

epochs, with normalized data, to accelerate convergence and improve numerical stability [30]. The final results 

are summarized using 'the model. Summary ()' provides essential information about the model's structure and 

parameters. 

 

2.4. Model Testing 

Model testing is a crucial stage in the machine learning model development cycle, aimed at evaluating 

the model's performance that has been trained using training data [31]. This evaluation uses test data, different 

from the training data, to assess how well the model can generalize to previously unseen data. The test data has 

been normalized, meaning feature values are scaled to a smaller range to ensure balanced contributions from 

all features. The evaluation process involves invoking specific methods designed to calculate performance 

metrics, such as accuracy, which measures how correct the model's predictions are compared to the actual 

values [32]. This evaluation aims to ensure that the model performs well not only on the training data but also 

on new data, referred to as generalization capability. Evaluation with test data helps identify overfitting issues, 

which occur when the model is overly trained on the training data, capturing noise or irrelevant details [33]. If 

the model performs well on the training data but poorly on the test data, this indicates overfitting. Using test 

data not used during training suggests the model's reliability and accuracy in real-world situations, giving us 

more confidence that the model will perform well when applied to new or unknown data. 

 

2.5. Interpretation of Results 

The interpretation of results in this study includes evaluating model performance by predicting labels on 

normalized test data using the trained model. These prediction results are then converted into predicted labels 

by applying the np. Arg max function on each output selects the class with the highest probability as the 

predicted label for each sample [34]. Next, the predicted labels are compared with the actual labels using 

classification_report and confusion_matrix from sklearn to calculate evaluation metrics such as precision, 

recall, f1-score, and accuracy. This confusion matrix is then visualized using a heatmap from Seaborn, 

facilitating the analysis of the model's performance in identifying eight types of skin diseases. The calculation 

formulas for precision, recall, f1-score, and accuracy based on the confusion matrix are presented to enable 

manual calculation of these metrics, providing a deeper understanding of how the metrics are derived from the 

confusion matrix. Precision calculation formula: 

 Precision =
TP

TP + FP
 (2) 

Recall calculation formula: 

 Recall =
TP

TP + FN
 (3) 

F1-score calculation formula: 

 F1 − score = 2x
Precision + Recall

Precision + Recall
 (4) 

Accuracy calculation formula: 
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 Accuracy =
TP + TN

TP + FP + TN + FN
 (5) 

 

2.6. Android Application Implementation 

The implementation of the Android application involves converting the trained model to TensorFlow Lite 

format using tf. Lite.TFLiteConverter.from_keras_model(model), where the converted model is then saved as 

a .tflite file for use in the Android application [35]. This process enables the integration of the machine learning 

model into mobile devices [36] to efficiently detect and identify eight types of skin diseases. The design of the 

Android application can be seen in Fig. 2. 

 

 
Fig. 2. System Design Of Android Application 

 

This flowchart illustrates the operational process of an application that begins with the 'Start' stage and 

then guides the user to the 'Dashboard' to upload an image through the 'Insert Image' option. Once the image 

is uploaded, the detection system with the 'Detection' function will display the results in 'Result Detection' and 

evaluate whether 'Re-detection' is needed. If so, the process returns to the 'Insert Image' stage; if not, the process 

ends at 'End.' Additionally, users can access 'Treatment' from the 'Dashboard' for further information about their 

disease treatment. 

 

3. RESULTS AND DISCUSSION  

This section will discuss the evaluation results of the Convolutional Neural Network (CNN) [37] model's 

performance using the MobileNetV2 architecture trained to detect eight types of skin diseases. The model's 

prediction results on normalized test data will be analyzed in depth. The evaluation begins with predicting 

labels on the test dataset [38], converting the prediction results into predicted labels, and then comparing those 

labels with the actual labels. Evaluation metrics such as precision, recall, and F1-score are calculated using the 

classification_report from sklearn, while the overall model performance is visualized through a confusion 

matrix using a heatmap from Seaborn. This analysis aims to clearly understand the model's ability to identify 

each type of skin disease [39] and identify areas needing further improvement. This approach ensures the 

developed model is accurate and reliable in real-world applications. The results and discussions presented in 

this section will offer comprehensive insights into the model's effectiveness, outlining its strengths and 

weaknesses and the potential application of the model in everyday medical practice. 

 

3.1. Dataset 

This study's dataset from Kaggle consists of 1159 images, divided into 925 training data and 234 testing 

data. Additionally, there are ten extra images taken from the general public. The dataset includes eight types 

of skin diseases: cellulitis, impetigo, athlete's foot, nail fungus, ringworm, cutaneous larva migrans, 

chickenpox, and shingles. The types of diseases in the data from the general public have not been classified. 

They will be used as test data for the Android application to assess the performance and accuracy of the CNN 

MobileNetV2 model. Detailed information about data distribution is presented in Table 1. 

This study's discussion of the dataset highlights eight types of skin diseases with high-quality images and 

well-defined disease patterns from the training data [40], in contrast to the testing data, which has less clear 

resolution and patterns. Images from the general public have been adjusted in size and resolution to improve 

clarity and visibility. This dataset, sourced from Kaggle and scientifically recognized, provides more consistent 

and verified data than previous studies that often collected random images from the internet. In addition to 

Kaggle, additional public data was also used to validate the CNN model MobileNetV2 further [41]. 
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Table 1. Dataset 

Type of Disease 
Amount of Data 

Image 
Training Data Testing Data General Data 

Cellulitis 136 34 - 

 

Impetigo 80 20 - 

 

Athlete's Foot 124 32 - 

 

Nail Fungus 129 33 - 

 

Ringworm 90 23 - 

 

Cutaneous Larva Migrans 100 25 - 

 

Chickenpox 136 34 - 

 

Shingles 130 33 - 

 

General Data - - 10 

 
Total Data 925 234 10 - 

 

3.2. Processing 

At the result processing stage, this study split the dataset into training data (80%) and testing data (20%) 

using sklearn's train_test_split method. This split ensures that the model can generalize well to new data, as it 

allows the model to be trained on most of the data and evaluated for performance on previously unseen data. 

After splitting the dataset, the data was relabelled by changing the skin disease names to numerical labels, as 

shown in Table 2. This change was made to ease the modelling process, ensure consistency of data format, 

improve processing efficiency, and avoid errors that may occur with text data. Next, each image in the dataset 

was resized to 224×224 pixels using the cv2.resize function of OpenCV. This was done to ensure input 

uniformity by the requirements of the MobileNetV2 model [42], as consistent input size is a prerequisite for 

incorporating images into deep learning models with a particular architecture. After that, data normalization 

was performed by dividing each pixel value by 255 so that it falls within the range of 0-1. This step aims to 

accelerate the convergence of the model during training and improve numerical stability so that the model can 

learn more effectively and efficiently. Normalization helps reduce large-scale issues in pixel values that may 

affect the model's learning process [43]. 

 

3.3. CNN MobileNetV2 

In this study, MobileNetV2 was used as the feature extractor through TensorFlow Hub with the URL 

https://tfhub.dev/google/tf2-preview/mobilenet_v2/feature_vector/4; due to its high efficiency and speed, 

small model size, and pre-training on large datasets such as ImageNet, which grants it good generalization 

ability for various computer vision tasks [44], [45]. The model implementation was performed in the Keras 

layer with input images of 224×224 pixels to meet the requirements of the MobileNetV2 architecture. This 

layer was set to non-trainable (trainable=False) to maintain the optimized weights and accelerate the training 

process. Subsequently, a dense layer with eight neurons and softmax activation was added to classify the 

images into eight skin disease types, as softmax is suitable for multiclass classification tasks. The model was 

compiled using the 'Adam' optimizer, known for its efficiency in optimization, and the 

'sparse_categorical_crossentropy' loss, which is suitable for multiclass classification with unordered labels. An 
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accuracy metric was used to evaluate the model's performance [46], [48]. The training process was conducted 

for seven epochs using normalized data to speed up convergence and improve numerical stability. The accuracy 

results of the 7-epoch training are shown in Graph 1. The final results were summarized using the model. 

Summary () to provide an overview of the model architecture and parameters. 

 

Table 2. Labeling Data 

Table Head 
Labeling Data 

Skin Disease Name Labeling 

1 Cellulitis 0 

2 Impetigo 1 

3 Athlete's Foot 2 

4 Nail Fungus 3 

5 Ringworm 4 

6 Cutaneous Larva Migrans 5 

7 Chickenpox 6 

8 Shingles 7 

 

 
Graphs 1. CNN MobileNetV2 Accuracy Results 

 

Based on the provided graph, the MobileNetV2 model shows promising results in image classification 

after seven epochs of training. In the first epoch, the model starts with a low accuracy of around 0.4 and a high 

loss value of about 1.5. However, in the second epoch, there is a significant increase in accuracy, approaching 

0.8, and a sharp decrease in the loss value to below 0.8. From the third to the seventh epoch, the model's 

accuracy tends to stabilize around 0.8, indicating that it achieves stability in its learning process. The loss value 

decreases consistently from around 0.8 in the third epoch to nearly 0.2 in the seventh, indicating ongoing 

improvement in minimizing prediction errors. These results suggest that MobileNetV2, as a feature extractor, 

can perform well in image classification tasks with only a few epochs of training, leveraging weights pre-

trained on large datasets like ImageNet. This model demonstrates good generalization ability, effectiveness in 

learning the training data, and consistent stability and loss reduction during the training process. 

 

3.4. Model Testing 

The model testing was conducted to evaluate the performance of the trained model using normalized test 

data, aiming to measure performance metrics such as accuracy on unseen data through the method model. 

Evaluate (x_test_scaled, y_test), ensuring the model can generalize well [49], as indicated by the accuracy 

results in Graph 2. 

Based on the provided graph, two main metrics of the model testing results are shown: accuracy and loss. 

Accuracy is displayed with blue bars and approaches a value of 1, indicating that the model has a high accuracy 

level in predicting test data. The loss value, shown with red bars, is relatively low and close to 0, indicating 

that the errors made by the model in predicting test data are minimal. This combination of high accuracy and 

low loss suggests that the model has excellent performance, can make correct predictions in most cases, and is 

stable in making predictions with minimal error. Therefore, these results demonstrate that the model can 

generalize well to new data, does not experience significant overfitting issues, and provides confidence that 

the model will perform well in real-world situations. 
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Graphs 2. Testing Model Accuracy Results 

 

3.5. Interpretation of Results 

The interpretation of the results in this study includes evaluating the model's performance by predicting 

labels on the normalized test data (x_test_scaled) using the trained model. These predictions are converted into 

predicted labels by applying the np—argmax function to each output. Subsequently, using the 

classification_report (the results of which can be seen in Fig. 3 and confusion_matrix from sklearn, the 

predicted labels are compared with the actual labels (y_test) to calculate evaluation metrics. The confusion 

matrix is then visualized using a seaborn heatmap, which facilitates the analysis of the model's performance in 

identifying eight types of skin diseases. 

 

 
Fig. 3. Classification Report 

 

The image displays each class's precision, recall, and F1-score graphs, showing the model's performance 

in identifying eight types of skin diseases. The precision graph shows that classes 1, 3, 4, and 6 have a perfect 

precision of 1.00, meaning all predictions for these classes are correct. Meanwhile, classes 2, 5, and 7 have 

slightly lower but still very high precision, at 0.97, 0.92, and 0.97, respectively. The recall graph shows similar 

results, with classes 1, 3, 4, and 6 having a perfect recall of 1.00, indicating that the model correctly identified 

all actual occurrences of these classes. Classes 2, 5, and 7 have recalls of 0.97, 0.96, and 0.97, which is also 

very high. The F1-score graph, which is the harmonic mean of precision and recall, shows that classes 1, 3, 4, 

and 6 have perfect F1-scores of 1.00, while classes 2, 5, and 7 have F1-scores of 0.97, 0.94, and 0.97, 

respectively. In conclusion, this model demonstrates excellent performance in identifying types of skin 

diseases, with very high precision, recall, and F1 scores for all classes. Classes 1, 3, 4, and 6 show perfect 

performance, while classes 2, 5, and 7 show excellent and acceptable performance. These graphs visualize how 

well the model works for each class and help identify areas needing further improvement. The formulas for 

calculating precision, recall, F1-score, and accuracy based on the confusion matrix are provided to allow for 

manual computation of these metrics, with the results presented in Table 3. 

Based on the calculation table, the model performs exceptionally well in classifying eight skin disease 

types. For classes 1, 3, and 4, the precision, recall, and F1-score are all perfect at 1.000, indicating that the 

model makes no errors in classifying samples from these classes. Class 2 also shows near-perfect performance 

with a precision of 0.967, recall of 1.000, and F1-score of 0.983. Class 5 demonstrates precision and recall of 

0.960, with the same F1-score, indicating that although there are a few errors, the model's performance remains 

excellent. Classes 6 and 7 have precision values of 0.971 and 0.970, recall values of 1.000 and 0.970, and F1-
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scores of 0.985 and 0.970, respectively, showing that despite some errors, the model is still highly efficient in 

classifying the data. Overall, the model's accuracy reaches 0.979, indicating outstanding performance in this 

classification task. 

 

Table 3. Confusion Matrix Result 
Class TP FP FN Precision Recall F1-Score 

1 13 0 0 1.000 1.000 1.000 

2 29 1 0 0.967 1.000 0.983 

3 33 0 0 1.000 1.000 1.000 

4 23 0 0 1.000 1.000 1.000 

5 24 1 1 0.960 0.960 0.960 

6 33 1 0 0.971 1.000 0.985 

7 32 1 1 0.970 0.970 0.970 

 

3.6. Android Apllication Implementation 

In the Android application implementation results, this research presents Fig. 4, which shows the flow of 

the application's screenshots running on the researcher's mobile phone. This image demonstrates that this is not 

an application design but an already-running application. Users will see a "Splashscreen" that provides an initial 

app overview when accessing the application. After that, users are directed to the dashboard, which has three 

main features: Treatment, Detection, and About the Application. The Treatment feature provides information 

on handling various types of skin diseases in terms of medication and treatment methods. The Detection feature 

includes information about the skin disease experienced by the user. In this feature, two detection results are 

displayed: from the dataset and general data, to compare and see the accuracy of the application in detecting 

skin diseases. 

 

 
Fig. 4. Skin Disease Detection App 

 

The accuracy from the dataset shows 84.66% for ringworm, while the general data shows an accuracy of 

86.43% for athlete's foot. The About the Application feature provides information about the app itself. In 

discussing the Detection feature, when users want to re-detect, they must re-upload the image of the skin 

disease. They can return to the dashboard if they do not wish to detect it again. The detection accuracy of skin 

diseases on Android is almost close to the accuracy of manual interpretation, showing excellent accuracy 

values, and the skin disease detection results are in line with the doctor's examination results. With these results, 

the skin disease detection application provides clear and accurate results in detecting skin diseases, offering 

significant benefits for both the public and doctors in examining skin diseases. However, this research has a 

limitation: the treatment information is only sometimes real-time, and treatment conditions change yearly. The 

treatment information was obtained from ChatGPT-4 sources in 2024 and may not be the same. Therefore, the 

researchers propose that future research develops real-time annual updates on skin disease treatment 

information to ensure that treatment remains accurate and effective in addressing skin diseases. 
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4. CONCLUSION 

This research successfully developed an Android application [50] to detect eight types of skin diseases 

using a Convolutional Neural Network (CNN) model with the MobileNetV2 architecture. The implementation 

results show that this application provides not only accurate detection results, with a testing accuracy of 97% 

for the CNN MobileNetV2 model and 84% detection accuracy for skin diseases in the Android application 

using general data, but also offers helpful treatment information for users. The evaluation indicates that the 

model has a high accuracy rate, with excellent precision, recall, and F1-score for all tested skin disease classes. 

This application lets users quickly detect skin diseases and receive treatment recommendations through mobile 

devices. Thus, this research enhances skin disease detection technology and expands public access to accurate 

and integrated healthcare services. However, the study also identifies several areas for improvement, including 

updating treatment information in real time to remain relevant to the latest medical developments. Therefore, 

further research is recommended to develop a system that can automatically update treatment information, 

expand the types of skin diseases detected, and improve model accuracy by using real-world data and 

developing more advanced model architectures. With development prospects that include integration with 

wearable devices and other platforms, this research has the potential to provide broader and more significant 

benefits to society and medical professionals, particularly in the context of skin health in Indonesia. 
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