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 Since 2014, the World Health Organization has accumulated data indicating 

that 8.5% of 18-year-olds and older have been diagnosed with diabetes. In 

2019, diabetes caused the lives of 1.5 million people worldwide, with those 

under the age of 70 accounting for 48% of all diabetes-related deaths. It is 

estimated that diabetes causes an additional 460,000 deaths each year due to 

renal failure and that hyperglycemia contributes to about 20% of all 

cardiovascular disease-related deaths. Diabetes may have contributed to a 3% 

rise in the age-adjusted death rate between the years 2000 and 2019. In recent 

years, the fatality rate attributable to diabetes has increased by 13% in low- 

and middle-income countries. Statistics collected by the World Health 

Organization indicate that the number of persons diagnosed with diabetes has 

increased from 108 million in 1980 to 422 million in 2014. The objective of 

this study is to construct a model capable of diagnosing persons with diabetes 

reliably, correctly, and consistently. This research used secondary data 

offered by Kaggle. The original data came from the National Institute of 

Diabetes and Digestive and Kidney Diseases. Each of the up to 768 data 

points consists of nine characteristics and two outputs, such as diabetes and 

non-diabetes in the provided example. In this study, a single algorithm is 

constructed by integrating two separate algorithms. Random forest 

algorithms, which are based on machine learning, and extreme learning 

machines, which are based on deep learning, have generated extraordinarily 

accurate results. When the confusion matrix is used, 98.05% accuracy is 

attained. Therefore, it is feasible to conclude that the suggested method was 

successful in completing an adequate analysis and classifying the data. 
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1. INTRODUCTION  

The identification and treatment of diabetes mellitus continue to pose a significant obstacle in the field of 

healthcare, as its occurrence continues to increase on a global scale [1]. With the increasing prevalence of this 

persistent metabolic illness, there is a pressing requirement for sophisticated computational methods to assist 

in its timely identification and efficient treatment [2], [3], [4], [5], [6]. Considering this urgent need, scholars 

have progressively resorted to machine learning algorithms due to their capacity to analyze extensive quantities 

of data and derive significant patterns. Although there have been significant improvements in machine learning 
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methods for detecting diabetes mellitus, there is still a noticeable deficiency in attaining both high precision 

and comprehensibility [7]. Conventional methods frequently face difficulties in achieving a harmonious 

equilibrium between these two vital elements, resulting in either excessively intricate models or restricted 

comprehensibility, impeding their practical usefulness in clinical environments [8], [9], [10], [11], [12], [13]. 

Furthermore, the dependence on individual classifiers may not comprehensively encompass the intricacy and 

diversity of diabetes mellitus datasets, hence constraining their ability to differentiate between different 

categories [14]. 

Diabetes mellitus, sometimes known as diabetes, is a disease or a chronic metabolic condition 

characterized by abnormalities in glucose, lipid, and protein metabolism resulting from inadequate insulin 

activity [15]. Diabetes mellitus (DM) may be a condition or a disease. The most notable sign of diabetes 

mellitus is elevated blood sugar levels [16]. Insulin dysfunction may result from a disruption or deficit in insulin 

production by the pancreatic Langerhans beta cells, or from a lack of insulin responsiveness in the body's cells 

[17]. The pancreas generates the hormone insulin, which controls the blood sugar level (glucose) [18]. In 

contrast, diabetics have pancreases that are incapable of secreting insulin in response to the body's needs [19]. 

Without insulin, cells cannot absorb glucose and convert it to energy [20]. When glucose is inadequately 

absorbed by cells, it accumulates in the blood [21]. This disease may result in several organ dysfunctions [21]. 

Inadequate management of diabetes may result in life-threatening complications [21]. Access to affordable 

medicine, especially insulin, is essential for persons with diabetes. A strategy to lower the number of people 

suffering from diabetes and obesity by 2025 has won worldwide agreement [22]. Diabetes affects around 422 

million people worldwide, the great majority of whom live in low- or middle-income nations. It is estimated 

that approximately 1.5 million individuals die annually as a direct consequence of diabetes [22]. In the last 

several decades, there has been a rise in both the number of diabetes cases that have been identified and the 

disease's overall prevalence [23]. 

According to the International Diabetes Federation (IDF), by 2045 there will be 28.57 million diabetics 

in Indonesia [24]. This number is 47% more than the 19.47 million projected for 2021 [25]. The number of 

diabetics in 2021 has increased significantly during the last decade. Compared to the amount of diabetes in 

2011, which was 7.29 million, the number of diabetics has climbed by 167%, to 14.14 million  [26]. This 

increase is much more than the growth between 2000 and 2011 [26]. From 5.65 million in 2000, the number 

of diabetes increased by 29% throughout this time period. By 2021, diabetes will be the cause of 236,711 deaths 

in Indonesia [25]. The number increased by 58% from 149,871 in 2011 [26]. The IDF projects that by 2045, 

the worldwide diabetes population would reach 783,7 million people [27]. This is a 46% increase over the 

previous year's total of 536.6 million [27]. 
Diabetes mellitus type 1 and diabetes mellitus type 2 are two distinct kinds of diabetes. The development 

of type 1 diabetes is a natural result of this process since the pancreatic cells that make insulin are the target of 
the immune system [28]. This results in a rise in blood glucose levels, which causes organ damage. The most 
widespread kind of diabetes is type 1 diabetes, often known as autoimmune diabetes. The specific causes of 
type 1 diabetes are not yet completely known. Nevertheless, there is a theory that both hereditary and 
environmental factors contribute to this disease [28]. The great majority of diabetics are diagnosed with type 2 
diabetes, which accounts for 90–95% of all diabetes cases [29]. Because it makes the body's own insulin 
production ineffective, the development of insulin resistance in cells may lead to type 2 diabetes. Alternately, 
this condition might be referred to as insulin resistance. Two of the methods for preventing diabetes include 
living a healthy lifestyle and consuming a well-balanced diet. Diabetes testing is uncomplicated. During this 
examination, blood sugar levels will be determined [30]. To preserve their health and quality of life, prediabetic 
patients must be recognized and started treatment as soon as feasible. In addition to laboratory testing, an 
approach that relies on disease symptoms will significantly improve both the diagnosis and prevention of 
diabetes. 

Using current and historical data, predictive analytics combines machine learning algorithms and 

statistical methodologies to find information and forecast future occurrences [31]. The use of predictive 

analysis to healthcare-related data provides critical assessments and forecasts. Machine learning and regression 

methods may be used to do predictive analytics. Our research aims to tackle these issues by introducing a new 

method: an Extreme Learning Machine (ELM) that utilizes a Random Forest (RF) for diagnosing diabetes 

mellitus. The primary objective of this novel framework is to address the current disparity by capitalizing on 

the respective advantages of ELM and RF algorithms, consequently augmenting the precision and 

comprehensibility of diabetes diagnosis. Our proposed methodology combines the enhanced generalization 

capacity of ELM with the ensemble learning technique of RFC. This integration results in a resilient and 

effective solution for reliably detecting individuals with diabetes, while also offering valuable insights into the 

decision-making process. 
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The main significance of this study resides in its innovative integration of ELM and RFC, which leverages 

the synergistic capabilities of these algorithms to enhance diagnostic precision while maintaining 

interpretability. In addition, our methodology effectively tackles the constraints of current techniques by 

integrating a wide array of characteristics and adeptly managing the intricacies inherent in diabetes mellitus 

datasets. The effectiveness and superiority of our suggested strategy in detecting diabetes mellitus are 

demonstrated through rigorous experimentation and validation using real-world clinical data, surpassing 

existing state-of-the-art methodologies. The following is a list of the article's most significant contributions: 

(a) Construct a model that is straightforward to comprehend; (b) determine which attributes are most important 

to improve interpretability; and (c) use a variety of machine learning and deep learning algorithms to build an 

ensemble model that combines Machine Learning and Deep Learning. 

The current document is organized into five separate sections. In the first section, an introductory segment is 

presented, which offers a comprehensive overview of the background of the subject, describes the aims, and 

emphasizes the research contributions. Section 2 entails a thorough analysis of the current body of knowledge. 

Section 3 presents a thorough exposition of the materials and methodologies utilized in the research. In Section 

4, the research findings are presented, and a thorough analysis and interpretation of these data is conducted. 

The conclusions derived from the findings and suggestions for future research endeavors are presented in 

Section 5 of this study. 

 

2. LITERATURE REVIEW 

The identification of diabetes has received considerable focus in the research community, especially in 

the context of e-healthcare systems [32]. Conventional diagnostic systems encounter difficulties such as 

lengthy computational processes and limited accuracy in predictions [33]. Machine learning techniques have 

been identified as a possible approach to improve diagnostic capabilities in healthcare services [34]. To tackle 

these difficulties, the authors put up an innovative diagnostic approach that utilizes machine learning 

techniques specifically designed for the identification of diabetes [35], [36]. The suggested system was 

thoroughly evaluated using different model validation techniques, such as hold out, K-fold, and leave one 

subject out methods, on a clinical dataset obtained from patient histories [37]. The system's efficacy was 

evaluated using performance indicators such as accuracy, specificity, sensitivity, F1-score, receiver operating 

characteristic curve, and execution time [37], [38], [39]. A novel approach for feature selection was developed, 

utilizing the Decision Tree algorithm, and augmented with ensemble learning techniques such as Ada Boost 

and Random Forest. The proposed methodology was shown to be effective, as demonstrated by a comparative 

analysis using wrapper-based feature selection algorithms. The experimental results showed enhanced 

classification ability, which was attributed to the selection of crucial characteristics, particularly Plasma 

glucose concentrations, Diabetes pedigree function, and Body mass index. Crucially, the suggested approach 

demonstrated better performance in comparison to current cutting-edge techniques, confirming its potential for 

use in e-healthcare settings. The statistical studies provided additional evidence supporting the system's ability 

to properly detect diabetes, therefore emphasizing its potential as a valuable tool in clinical practice. 

Diabetes is a metabolic disorder that may be caused by a lack of insulin synthesis or an inability to 

properly react to insulin. Insulin is a hormone that plays a crucial function in controlling blood sugar levels. 

This condition is characterized by symptoms such as polyuria, polydipsia, rapid weight loss, impaired vision, 

and fatigue [40]. This leads to severe health issues, such as abortions, blindness, strokes, and organ failure. 

Recommendations from the medical community encourage early diagnosis to identify at-risk individuals and 

proactive lifestyle monitoring by patients to reduce risk factors. This action is performed as part of an attempt 

to reduce the number of potential problems. Traditional ways of controlling chronic illnesses entail using rule 

engines or score estimates to determine whether a patient is at risk for getting diabetes. These techniques are 

far less successful than machine learning algorithms for detecting a patient's potential health risks [41]. Recent 

advances in machine learning and feature engineering have created new opportunities for improving the early 

diagnosis and treatment results for patients with chronic diabetes [33]. A recent study on the treatment of 

diabetes has shown that the most popular system types include insulin self-management software, automated 

SMS risk alerts, wearable blood glucose monitors, and virtual diagnostician coaching [42]. Ramesh [43] 

utilized PIMA Indian Diabetes Dataset includes 768 data. The researcher used four machine learning 

techniques, including KNN, LR, Gaussian NB, and SVM. The major purpose of this study is to collect patient 

information utilizing data gathered from personal healthcare equipment and consumer wearable devices. This 

would make it feasible to detect diabetes risk early and keep physicians informed of the most current 

developments. With an accuracy rating of 83.20%, the SVM RBF kernel produced the most accurate results. 

Hassan [44] with 250 data and 16 unique attributes has given good results. This study employs three distinct 

machine learning models, namely LR, SVM, and random tree. The findings of ten-fold cross-validation 
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revealed that random tree achieved the highest overall accuracy, 97.50% [44]. Sivaranjani [45] the likelihood 

of developing diabetes-related disorders was evaluated by the use of the machine learning approaches of 

support vector machine (SVM), as well as random forest (RF). The principal component analysis (PCA) 

technique will be used to lower the total number of dimensions after the significance of various factors has 

been established. RF reaches an accuracy of 83% while processing data from the diabetes database maintained 

by PIMA [45]. Khanam [46] Utilized information from the UCI Machine Learning Repository-accessible 

PIDD data collection. The data collection contains details on 768 patients and the nine identifying traits they 

all share. They utilized the data to train seven machine learning algorithms to generate diabetes-related 

predictions. The researcher uses seven methods, such as DT, RF, NB, KNN, LR, NN, and SVM. The best 

accuracy is NN with 2 hidden layers which produced an accuracy of 88.6% [46]. 

In the field of healthcare, it is crucial to identify diseases at an early stage, especially when it comes to 

the hidden danger of diabetes. This condition is a worldwide health issue that is worsened by modern eating 

habits that are high in sugar and fat. In order to address this issue, a state-of-the-art method utilising machine 

learning (ML) algorithms has emerged as a promising solution for precise disease prediction. This paper 

introduces a novel machine learning approach designed exclusively for predicting diabetes, which represents 

a significant change in how predictive analytics is applied in the medical field. This new framework integrates 

two distinct models, namely Support Vector Machine (SVM) and Artificial Neural Network (ANN). These 

models carefully analyse complex statistics to determine the probability of a positive or negative diabetes 

diagnosis. The dataset is carefully divided into separate training and testing subsets, guaranteeing thorough 

model training and rigorous evaluation. The SVM and ANN models produce outputs that are used as input 

membership functions for a complex fuzzy logic-based model. This model serves as the ultimate decision-

maker in deciding the diagnosis of diabetes. The fused model is cleverly and easily incorporated into a cloud 

storage system, marking the beginning of a new era of easy access and effectiveness in predictive healthcare 

analytics. This allows for immediate forecasts using patients' medical records, giving clinicians the ability to 

take early action based on valuable information. The suggested fused ML model has a remarkable prediction 

accuracy of 94.87%, surpassing the effectiveness of previously published approaches. This innovative 

methodology challenges traditional disease prediction methods, highlighting the revolutionary power of 

machine learning in healthcare. It also signals a promising new era in proactive disease treatment and 

prevention efforts. 

 

3. METHODS  

This section will provide a clear explanation of the methods used to collect data, outline the research 

process, and discuss the use of different machine learning algorithms, including Support Vector Machine, 

Random Forest, K-Nearest Neighbor, and Extreme Learning Machine. Moreover, provides the suggested 

Extreme Learning Machine Forest model, highlighting its specific use in diabetes research. To establish 

scientific legitimacy and acceptance, it is essential to support the narrative with suitable references. 

 

3.1. Data Collection 

The Pima Indian Diabetes Dataset provided on Kaggle was used for the objectives of this study. This 

research utilizes 768 data with nine criteria. The data set is separated into two unique groups: normal, with 500 

entries, and diabetes, with 268 records. The training data represent 80% of the total, whereas the test data 

represent 20%. The National Institute of Diabetes and Digestive and Kidney Diseases was responsible for the 

creation of this content. The objective of this data collection is to identify whether a patient has diabetes by 

using the several diagnostic tests available within the data set. The selection of these specific samples from a 

larger database was controlled by several characteristics and limits. To enroll in the therapy program, patients 

must be at least 21 years old and of Pima Indian descent. The Pima Indian Diabetes Dataset comprises 

information on 768 distinct Phoenix, Arizona-native women. 258 people's diabetes tests returned positive 

findings, whereas 500 people's tests returned negative results. One dependent variable (goal) is accompanied 

by eight features: pregnancies, the Oral Glucose Tolerance Test (OGTT), blood pressure, skin thickness, 

insulin, Body Mass Index (BMI), age, and pedigree diabetes function. The objective is to identify whether 

diabetes runs in a family. Once every two years since 1965, the National Institute of Diabetes and Digestive 

and Kidney Diseases has conducted a demographic study among the Pima people. The Pima Indians Diabetes 

Dataset contains information about traits that may or may not be associated with the onset of diabetes and its 

potential consequences. Genetic and environmental factors combine to create type 2 diabetes, according to an 

epidemiological study. This information is provided by the Diabetes Dataset for Pima Indians. As the 

recommended model, this study utilizes several direct Machine Learning and Deep Learning approaches, 
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including the support vector machine (SVM), the random forest (RF), the k-nearest neighbor (KNN), the 

extreme learning machine (ELM), and the extreme learning machine forest (ELMf). 

 

3.2. Research Flow 

This study utilizes 768 data with nine criteria. The database-entered data will subsequently undergo data 

preprocessing, which consists of a MinMax scaler, one-hot encoded, input missing data value, and 

LabelEncoder. After the data has been preprocessed, it is divided into its two component parts: the training 

data, which accounts for 80% of the total, and the test data, which accounts for 20%. The training data will be 

examined using a range of machine learning algorithms, including deep learning, and ensemble machine 

learning with deep learning techniques. After evaluating the training data, the accuracy of each approach will 

be determined. The most precise technique will be suggested as the paradigm for this investigation. The 

provided test data is next evaluated using the model with the best accuracy offered. After the testing procedure 

has been completed, the suitable class is retested to evaluate the performance outcomes of the used approach. 

Once performance results are obtained, the procedure is complete. In Fig. 1 explain the diagram of this research 

flow. 

 

 
Fig. 1. Research Flow Diagram 

 

3.3. Support Vector Machine 

The support vector machine, abbreviated as SVM for simplicity's sake, is now one of the most widely 

used algorithms for supervised learning classification and regression [47]. Machine learning classifies most 

issues. The Support Vector Machine (SVM) algorithm classifies data points by constructing the ideal line or 

decision boundary that separates n-dimensional space into classes [47]. This limit is denoted by a hyperplane 

as the best possible alternative. SVM can identify both the hyperplane's extremities and the vectors that 

contribute to its formation. These extreme occurrences are known as support vectors, and the technology 

associated with them is referred to as a support vector machine [48]. Given a set of labeled training data (𝑥𝑖 , 𝑦𝑖), 

where 𝑥𝑖 is the 𝑖-th data point in the feature space and 𝑦𝑖 is its corresponding class label (𝑦𝑖 ∈ {−1, +1}), the 

goal of SVM is to find the optimal hyperplane 𝑤 ∙ 𝑥 + 𝑏 = 0 that maximizes the margin between the classes 

while minimizing the classification error. The decision function for a new data point 𝑥 is given by: 

 𝐹(𝑥) = 𝑠𝑖𝑔𝑛(𝑤 ∙ 𝑥 + 𝑏) (1) 

where 𝑤 is the weight vector perpendicular to the hyperplane, 𝑏 is the bias term, and 𝑠𝑖𝑔𝑛(∙) is the function, 

which assigns +1 is the input is positive, −1 is it’s negative, and 0 if it’s zero. The distance from a point 𝑥 to 

the hyperplane is given by: 

 
𝑋(𝑥, 𝑤, 𝑏) =

|𝑤 ∙ 𝑥 + 𝑏|

‖𝑤‖

 
(2) 

where ‖𝑤‖ is the Euclidean norm of the weight vector 𝑤.  

The margin is the distance from the hyperplane to the closest data point of any class, and SVM aims to 

maximize this margin, the margin given by: 

 
𝑀 =

2

‖𝑤‖

 
(3) 

The optimization problem of SVM can be formulated as finding 𝑤 and 𝑏 that minimize ‖𝑤‖ subject to 

the constraint that for each data point (𝑥𝑖 , 𝑦𝑖): 
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 𝑦𝑖(𝑤 ∙ 𝑥𝑖 + 𝑏) ≥ 1 (4) 

This constraint ensures that all data points are correctly classified and are on the correct side of the 

decisions boundary with a margin of at least 1. This is referred to as the “hard margin” SVM. 

 

3.4. Random Forest 

Random forests are used to tackle regression and classification issues in the machine learning [49]. It does 

this via the use of ensemble learning, a technique that handles complex issues by combining the efforts of 

numerous separate classifiers [50]. A random forest strategy is comprised of several decision trees. Bagging or 

bootstrap aggregation may be used to train the "forest" component of the random forest method [51]. The 

ensemble approach of meta-algorithm bagging may increase the accuracy of machine learning algorithm. 

Based on evaluations of decision trees, the algorithm (random forest) decides. Calculate and average the 

average yield of several trees [51]. Increasing the number of trees in the forest may increase the result's 

precision. The random forest technique avoids the disadvantages associated with the decision tree method. It 

improves precision and reduces the amount of dataset overfitting [51]. 

 

3.5. K-Nearest Neighbor 

K-Nearest Neighbors (KNN) is a kind of supervised, non-parametric learning classifier that uses the 

distance between two data points to predict or categorize the grouping of one data point [52]. It may be used 

to handle regression problems as well as classification problems; however, it is often used as a classification 

technique since it is based on the notion that comparable locations are frequently situated adjacent to one 

another [52]. The KNN algorithm predicts the value of a new data point by comparing its similarity to the 

neighboring data points in the feature space. During the training process, the KNN algorithm effectively retains 

all the available data points together with their respective class labels or goal values. When predicting a new 

data point, the algorithm computes the distance between the new point and every other point in the training set, 

usually using metrics such as Euclidean distance. The k nearest neighbors to the new data point are selected 

based on these distances. In classification tasks, the predicted class label is established through a process of 

majority voting among the k nearest neighbors. In contrast, for regression tasks, the predicted value is 

calculated as the average of the target values of those neighbors. The pivotal hyperparameter in KNN is k, 

which denotes the quantity of neighboring data points to consider. Selecting an optimal value for k is crucial 

for the model's performance and capacity to generalize. The simplicity and intuitiveness of KNN make it a 

widely favored option, particularly in situations when the decision boundary is intricate, or the data distribution 

is erratic. Nevertheless, the performance of the system can be influenced by the selection of k and the distance 

metric, and it may not handle huge datasets efficiently due to its computational complexity. 

In mathematical terms, let 𝐷 be the training dataset with 𝑁 data points, and 𝑥 be the new data point for 

which we want to make predictions. The prediction 𝑦̂ with KNN can be defined as follows 

 

𝑦̂ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦 ∑ 𝛿(𝑦, 𝑦𝑖)

𝑘

𝑖=1

 

(5) 

where 𝛿 is the Kronecker delta function, 𝑦𝑖  is the class label of 𝑖-th nearest neighbor, and 𝑘 is the number of 

nearest neighbors. 

 Moreover, the performance of KNN can be influenced by the selection of a distance measure and the use 

of data pretreatment procedures, such as normalization or standardization. Although KNN is a simple 

algorithm, it can be remarkably efficient, particularly in situations when the decision border is irregular, or the 

data distribution is ambiguous. 

 

3.6. Extreme Learning Machine 

The Extreme Learning Machine (ELM) is frequently used in batch learning, sequential learning, and 

incremental learning because to its rapid and efficient learning speed, rapid convergence, great generalization 

capabilities, and simplicity of implementation. This is a result of the ELM's rapid and effective learning rate 

[53]. ELM is an abbreviation for a model based on the multilayer perceptron's topological architecture (MLP) 

[53]. When compared to the MLP, the ELM is characterized by the random generation of its weights and biases. 

As a direct result of the creation of the original ELM, the use of ELM has expanded to cover semi-supervised 

learning and unsupervised learning in addition to supervised learning [54], [55]. Due to the memory residency 

of the conventional ELM as well as its high spatial and temporal complexity, it is not viable to train vast 

amounts of data in a fast and effective way [56]. 
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3.7. The Proposed Model: Extreme Learning Machine Forest 

The newly proposed ELMf (extreme learning machine forest) model consists of two distinct components. 

While the forest part functions as a feature detector to identify data pattern representations of raw inputs by 

observing training results, the ELM section functions as a learner to predict outcomes by using newly found 

feature representations. These duties are carried out by the network as a whole. Both of these components are 

essential to the model's overall operation. During the forest phase, self-sufficient decision trees are created, 

changing the forest into a forest of trees. The Random Forest model is hence the natural choice when attempting 

to produce a forest. In addition, a number of distinct forest architectures are feasible. For instance, if the feature 

space is sorted and known, one may use a network-guided forest or generate a forest quickly by bagging trees. 

If the feature space is known, these two choices are accessible [34].  

Random forests are the only kind of feature detector used in this study. The ELMf classifier's training is divided 

into two parts. In the first stage, labeled training data are used to match the forest, and in the second step, 

predictions from each tree in the forest are used to train the fully connected ELM. In the initial stage, the forest 

is matched with labeled training data. Matching the forest with the aid of labeled training data is the first step. 

After undergoing a two-stage training procedure, the installed forest and ELM will provide test predictions 

using the test sample for the whole model when given a test sample. The ELMf model views the forest 𝐹 as a 

collection of decision trees organized in the following manner: 

 𝐹(𝜃) = {𝐽𝑚(𝜃𝑚)}, 𝑚 = 1,2,3, … , 𝑀, (6) 

where 𝑀 is the total number of trees in the forest, 𝜃 = {𝜃1, 𝜃2, 𝜃3, … , 𝜃𝑀} reflects the parameters inside 𝐹 within 
random forest, 𝜃 involves dividing variables and their corresponding values. In the course of identifying 
characteristics, 𝑀 conforms to the training data 𝑋 and 𝑦, where 𝑋 ∈ 𝑅𝑛×𝑝, 𝑛 samples and 𝑝 characteristics 
comprise the input data matrix. 𝑦 ∈ 𝑅𝑛 is the result vector containing the label for categorization. Through the 
appropriate woodland for observation 𝑥𝑖, In (6), we extract the forecast from each tree in 𝐹, then: 

 𝑓(𝑥𝑖; 𝜃) = (𝑇1(𝑥𝑖; 𝜃1), … , 𝑇𝑀(𝑥𝑖; 𝜃𝑀))𝑇 , (7) 

where 𝑇𝑀(𝑥𝑖; 𝜃𝑀) = 𝑦̂𝑖𝑀 the binary forecast of observation 𝑥𝑖 supplied by 𝐽𝑚. 𝑓𝑖 is a binary vector that 

summarizes the forest signal and subsequently acts as the ELM's new input characteristics. 𝑜𝑗 is the result 

obtained by (8): 

 

𝑜𝑗 = ∑ 𝛽𝑗𝑔 (∑ 𝑤𝑗𝑥𝑖 + 𝑏𝑗

𝑁

𝑗=1

)

𝑁

𝑗=1

,

 

(8) 

where the following additional feature representations are supplied by the forest in (7), besides 𝑥𝑖 represents 

𝑖th, 𝛽𝑗 = [𝛽𝑗1, 𝛽𝑗2, … , 𝛽𝑗𝑚]𝑇 indicates the combined weight of the hidden and output layers, 𝑤𝑗 =

[𝑤𝑗1, 𝑤𝑗2 , … , 𝑤𝑗𝑛]𝑇 reflects the difference in weight between the 𝑗th hidden layer and the 𝑖th input layer, 𝑏𝑗 

denotes the 𝑗th hidden layer's threshold and 𝑔(. ) represents the activation function using the sigmoid function. 

Accordingly, the output matrix of hidden layers 𝐻 Utilizing the sigmoid function, depicts the activation 

function. Accordingly, the output matrix of hidden layers 𝐻 and output-hidden layer weights 𝑏 for the specified 

input-output sample pairs is now computed as follows 𝐻𝛽 = 𝑂. 𝐻 for the transfer function 𝑔(. ) as in (8). 

 The 𝑤𝑗 . 𝑥𝑖 is portion becomes the sum of the components of another.𝑤𝑗  and 𝑥𝑖 . The 𝑁  (8) may be expressed 

concisely as: 

 𝐻𝛽 = 𝑂, (9) 

where, 

 

𝐻 = [
𝑔(𝑤1𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝑁𝑥1 + 𝑏𝑁)

⋮ ⋱ ⋮
𝑔(𝑤1𝑥𝑛 + 𝑏1) ⋯ 𝑔(𝑤𝑁𝑥𝑛 + 𝑏𝑁)

]

𝑛×𝑁

,
 

(10) 

 

𝛽 = [
𝛽1

𝑇

⋮
𝛽𝑁

𝑇
]

𝑁×𝑚

,
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𝑂 = [
𝑜1

𝑇

⋮
𝑜𝑁

𝑇
]

𝑁×𝑚

.
 

The 𝐻 represents the output matrix of the hidden layer. 𝐻𝑇  inverse of 𝐻 according to the generalized 

Moore–Penrose formula and 𝑡 is the target class/data label in (11), 

 𝛽̂ = 𝐻𝑇𝑡. (11) 

Nevertheless, the output weights are calculated via a mathematical transformation, resulting in a decrease 

in the amount of time required in the training phase, during which the network's parameters are modified 

periodically using learning parameters (such as learning rate and iteration). The ELMf model's architecture is 

seen in Fig. 2. 

 

 
Fig. 2. ELMf Architecture 

 

3.8. Diabetes 

Diabetes is a chronic disorder that expresses itself in one of two ways: either the pancreas cannot generate 

an appropriate quantity of insulin, or the body cannot use the insulin it does produce [40]. Insulin is a hormone 

that regulates the amount of glucose circulating in the body [57]. Hyperglycemia, another term for high blood 

glucose or blood sugar, is virtually often a consequence of uncontrolled diabetes. Hyperglycemia causes 

extensive damage to several physiological systems, including neurons and blood vessels, over time [58]. 

Diabetes was diagnosed in 8.5% of persons aged 18 and older in 2014 [59]. In 2019, 1.5 million deaths were 

directly linked to diabetes, with 48 percent of all diabetes-related deaths happening in those younger than 70 

years old [59].  

An additional 460,000 renal disease-related deaths were attributed to diabetes, and increased blood 

glucose leads to about 20% of cardiovascular mortality [16]. The age-standardized mortality rate attributable 

to diabetes rose by 3% between 2000 and 2019 [38], [39]. In countries with a lower middle income, diabetes-
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related mortality increased by 13%. Between 2000 and 2019, the risk of dying between the ages of 30 and 70 

from any of the four most prevalent noncommunicable diseases (cardiovascular diseases, cancer, chronic 

respiratory disorders, and diabetes) decreased by 22%. These include cardiovascular problems, cancer, and 

chronic respiratory conditions [39]. The chronic condition known as diabetes is characterized by blood glucose 

levels that are too high [40]. There are two fundamental types of diabetes: 

1. Insufficient insulin production characterizes type 1 diabetes, which needs daily insulin injections. In the 

past, diabetes mellitus, insulin-dependent diabetes, and infantile diabetes have all been used to refer to 

this illness. In 2017, 9 million people were diagnosed with type 1 diabetes; the great majority of these 

individuals reside in high-income countries. It is uncertain what causes it and what preventative measures 

should be performed. Among the symptoms include polyuria, polydipsia, persistent hunger, weight loss, 

eyesight issues, and fatigue. It is conceivable that these symptoms will manifest spontaneously [62]. 

2. Insulin resistance is one of the leading causes of type 2 diabetes (previously known as non-insulin-

dependent or adult-onset diabetes). In more than ninety-five percent of patients, type 2 diabetes is 

diagnosed. This kind of diabetes is often caused by a combination of a high body fat percentage and 

insufficient physical activity. There is a chance that symptoms may resemble those of type 1 diabetes, 

although they are often milder. As a result, the ailment could not be diagnosed until many years after it 

first emerged, by which time it had already caused severe harm. In the past, only adults were diagnosed 

with this kind of diabetes, but in recent years, a considerable rise in instances has been seen among 

younger patients as well [29]. 

The occurrence of diabetes type 2 is seen in a much greater number of people than in diabetes type 1 [16]. 

Some pregnant women have blood glucose levels so high that their bodies are unable to produce sufficient 

insulin to absorb it all [63]. 

 

4. RESULTS AND DISCUSSION  

In this paper, an experimental investigation was conducted to identify and categorize illness in a dataset 

of diabetic patients using the suggested ELMf model. During the experimental work, the real diabetes dataset 

was used and separated into training and testing sets. Utilizing a Python-written Confusion Matrix, the 

classification method in the research was evaluated. In the research, the implementation was performed on an 

Apple M1 machine with 512GB of internal memory and 8GB of RAM. 

 

4.1. Evaluation Model 

We separated the data into two groups throughout the testing process: test data and training data. 

Evaluation is conducted by applying the Confusion Matrix model to both the training data and the test data. 

When analyzing the accuracy of classification systems, a confusion matrix is a valuable tool that is often used. 

This research employs a data collection that is divided into five unique groups, including those with and without 

diabetes. 80% of the data used for training and 20% of the data used for testing were included in the dataset 

for this study. Comparing the efficacy of various classification algorithms may be accomplished by examining 

their Accuracy, Precision, Sensitivity, and F1-Score values (9)–(12). The method of value distribution is broken 

out in Table 1 of the Confusion Matrix, which is located here: 

 

Table 1. Confusion Matrix 

                                 Real Class 

Prediction 
True False 

True True Positive False Negative 

False False Positve True Negative 

 

It can produce scores for precision, recall, and F1-Score depending on the characteristics listed above. 

Value-calculating formulas may be characterized as follows: 

Accuracy : 
TP + TN

TP + TN + FP + FN

 
(12) 

Precision : 
TP

TP + FP

 
(13) 

Sensitivity : 
TP

TP + FN

 
(14) 
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F1-Score : 2 ×  
Recall ×  Precision

Recall +  Precision

 
(15) 

 

4.2. Experimental Results of Extreme Learning Machine Forest 

In this article, the ELMf classification model is suggested as a feasible alternative for the diabetes dataset. 

Combining the Extreme Learning Machine with Random Forest algorithms yields the ELMf model. Hidden 

layer, the ELM model has a single feedforward network, while the random forest model use entropy as a 

selection criterion. Using accuracy, sensitivity, precision, and the F1-score, their utility for identifying diabetes 

datasets was evaluated. Table 2 presents the ELMf model's results. In the two-class diabetes dataset, the ELMf 

model with 80% training data and 20% test data, 98.05% accuracy, 97.99% precision, 97.40% sensitivity, and 

97.68% F1-Score produced the most accurate results. 

 

Table 2. Performance Results of ELMf Model 

Model Accuracy (%) Recall (%) Precision (%) F1-Score (%) 

ELMf 98.05 97.40 97.99 97.68 

 

Table 3 provides the performance index of each class as well as the suggested method with the best 

success rate on the diabetes dataset. Diabetes classes had the greatest prediction accuracy in the random forest, 

k-nearest neighbor, support vector machine, extreme learning machine, and extreme learning machine forest 

algorithms. For PIDD, the ELMf algorithm is effective. 

These data are a perfect fit for the ELMf algorithm. Multiple parameters, such as the results of the 

performance assessment of the machine learning technique employed prior to its conjunction with the ELM 

algorithm for deep learning, are considered throughout the merging process. These variables affect the final 

assessment outcomes of a combined technique, and this research reveals that the ELMf algorithm works very 

well on PIDD. 

 

Table 3. Index of performance results for each class in each method 

Model Classes Accuracy (%) Recall (%) Precision (%) F1-Score (%) 

SVM Diabetes 76.62 62.22 59.57 60.87 

Non-Diabetes 85.57 84.11 83.33 

RF Diabetes 81.82 65.96 72.09 68.89 

Non-Diabetes 88.78 85.58 87.15 

KNN Diabetes 79.22 59.57 68.29 63.63 

Non-Diabetes 87.85 83.18 85.45 

ELM Diabetes 95.45 93.44 95 94.21 

Non-Diabetes 96.77 95.74 96.25 

ELMf Diabetes 98.05 95.74 97.83 96.77 

Non-Diabetes 99.06 98.15 98.60 

 

In the medical field, misdiagnosing healthy patients as unwell and vice versa is very dangerous. In this 

regard, the use of data mining technologies for accurate diagnosis is increasing. This study aims to correctly 

classify and diagnose diabetes using an extreme learning machine forest model, as well as to develop a decision 

support system to assist doctors' decisions. A condition known as diabetes, sometimes known as diabetes 

mellitus, is characterized by an unusually high level of glucose in the blood. Either the body is unable to make 

any insulin, is unable to produce a considerable quantity of insulin, or is unable to effectively use the insulin 

that it does produce. All three of these issues are diabetic symptoms. Over time, high glucose levels may 

damage blood vessels and neurons, leading to cardiovascular, renal, ophthalmic, and foot problems. Diabetes 

is predicted to impact 415 million people globally, or one out of every eleven adults. 46% of individuals with 

diabetes are undiagnosed. Diabetes is five times more frequent among Pakistani women, The frequency is two-

and-a-half times more among Indian women and four times greater among Bangladeshi and Indian persons 

overall. South Asians have a prevalence of diabetes that is often six times higher than Africans, who have a 

prevalence of diabetes that is typically three times higher. It is uncertain why this is the case, however, various 

risk factors may be responsible. Poor economic situations and a sedentary lifestyle have been related to 

unhealthy eating habits; genetics may also play a role. Consequently, several scientists have developed artificial 

intelligence for diabetes prediction.  
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Diabetes research has made substantial use of machine learning and deep learning, using a range of different 

techniques. In the plethora of diabetes datasets that may be acquired from the plethora of publicly available 

sources, varying kinds and quantities of data can be discovered. This is shown by the PIMA Diabetes Dataset 

(PPID). The Phoenix Pregnancy Incidence Database (PPID), which was first produced by the National Institute 

of Diabetes and Digestive and Kidney Diseases, has information on 768 Arizona women who lived in the 

Phoenix area. The PPID dataset has been widely used in several studies using various approaches. The 

computer method can anticipate diabetes in its earliest stages. Throughout medical history, several algorithm-

based techniques based on machine learning have been developed to facilitate the rapid and accurate 

identification of disease. There have been developed several research approaches, like as SVM [48], ANN [64], 

AdaBoost [44], RF [45], [51], Bagging [65], and DNN [66], [67], [68]. Table 4 shows the competitive results 

using PIDD compared with another model. 

 

Table 4. Competitive results from another method 

Authors Year Dataset Method Accuracy 

(%) 

Joshi et al. [69] 2021 PIDD LR and ML 78.26 

Gupta et al. 

[70] 

2022 PIDD QML and DL 95.00 

Howlader et al. 

[71] 

2022 PIDD GAMBoost, RLR, PMR, BGLM, PLR, GLM, 

SDWD, GBR, GAMLOESS, NB 

90.91 

Kibria et al. 

[72] 

2022 PIDD ANN, RF, SVM, LR, AdaBoost, XGBoost, and 

Ensemble (RF, XGB) 

90.00 

Saputra et al. 

[38] 

2023 PIDD SVM, RF, KNN, SMKSVM-RF 73.37 

Proposed 

Model 

20 24 PIDD Extreme Learning Machine Forest 98.05 

 

5. CONCLUSION 

Diabetes is a widely widespread medical disorder that impacts a substantial population. The development 

of diabetes in people may be influenced by two factors: family history and lifestyle choices. The distinction 

between those with diabetes and those without diabetes remains a subject of debate that is both captivating and 

contentious. The prevalence of risk factors associated with the development of diabetes is on the rise. In the 

context of this study, the use of artificial intelligence was determined to be advantageous in acquiring 

knowledge of patterns and delivering a notable degree of precision. By employing machine learning and deep 

learning techniques, it has been proven that it is feasible to merge two separate learning methods to create a 

third strategy that is both specialized and efficient. Concerning the progression of knowledge, this research has 

made several notable contributions. The employment of a new technology called ELMf has the potential to 

enhance the accuracy of a confusion matrix to 98.05%. We are certain that this approach will serve as a valuable 

supplement to the existing ways, and that the formula now in use has the potential to become the most optimal 

healthcare system currently accessible. 
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