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 Glaucoma is characterized by optic nerve damage, and can potentially lead to 

blindness, often presenting with no obvious symptoms in most affected 

individuals. As a result, a large proportion of those affected remain 

undiagnosed, making early detection crucial for effective treatment. 

Numerous studies have been conducted to develop glaucoma detection 

systems. In this particular study, a glaucoma detection system using the CNN 

method was developed. The contribution of this research is to conduct 

hyperparameter experiments on AlexNet, Custom Layer, MobileNetV2, 

EfficientNetV1, InceptionV3, and VGG19 models on the RIM-ONE DL 

dataset with a total of 933 images that have been augmented. Hyperparameter 

experiments were conducted to determine the most optimal parameters for 

each model, specifically testing batch size, learning rate, and optimizer. The 

batch sizes used were 64, 128, 256, and 512. The learning rates used are 0.1, 

0.001, 0.0001, and 0.00001. The optimizers to be tested are Nadam, Adam, 

and RMSProp. The hyperparameter optimization process yielded the optimal 

parameters for each model. However, it is important to note that the 

MobileNetV2, InceptionV1, and VGG19 models exhibited signs of 

overfitting in the training graph results. Among the models, the custom layer 

model achieved the highest accuracy of 93%, while InceptionV3 attained the 

lowest accuracy at 83.5%. Model testing was conducted using data from the 

Cicendo Eye Hospital, and the RIM-ONE DL testing dataset which totals 200 

images. Based on the testing results, it was found that InceptionV3 

outperformed the other models in predicting images accurately. Therefore, 

the study concluded that high accuracy in training does not necessarily 

indicate superior performance in testing, particularly when limited variation 

exists in the training dataset. 
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1. INTRODUCTION  

Glaucoma is characterized by optic nerve damage, and the potential for blindness, often presents without 

apparent symptoms in the majority of affected individuals [1][2][3]. According to a study cited from 

Worldview [4], glaucoma ranks as the second leading cause of blindness worldwide among all eye diseases. 

The study reveals that primary glaucoma has rendered over 11.1 million individuals bilaterally blind. Most of 

the studies that have been conducted to evaluate the diagnostic ability of OCT to detect glaucoma have involved 

patients with existing visual field damage, and few have focused on using this imaging to detect the disease at 

an early stage. Glaucoma is caused by an increase in intraocular pressure (IOP) at the front of the eye [5][6]. 

There are two types of glaucoma categorized based on anatomical features: open-angle glaucoma, and angle-

closure glaucoma [5][7].  
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Primary open-angle glaucoma is diagnosed by ruling out other potential ocular or systemic causes, as 

there are no evident factors directly leading to its development. The condition typically develops gradually, 

and often goes unnoticed during its initial phases, as there are usually no obvious symptoms while Angle-

closure glaucoma presents with noticeable, and severe signs, and symptoms that, if left untreated, can result in 

permanent blindness within a short period. This condition occurs when the aqueous humor is unable to pass 

through the pupil into the front chamber of the eye, leading to increased pressure behind the iris. As a result, 

the iris is forced forward (referred to as iris bombé), obstructing the angle of the front chamber. Acute angle-

closure glaucoma can occur when the pupil dilates or when the lens moves forward due to certain triggers [7]. 

One of the ways to treat glaucoma is to perform early detection to catch the early signs of optic nerve 

damage. Since glaucoma is the second highest cause of blindness in the world, early detection is crucial [8]. 

One solution for early detection is to design a glaucoma detection system. 

Several studies have been conducted on the early detection of glaucoma. In a research study by C. P. 

Bragança et al. [9], they investigated the early detection of glaucoma using smartphones integrated with 

ophthalmoscopes, utilizing the CNN algorithm. Pre-trained models such as Densenet, Mobilenet, InceptionV3, 

InceptionResnet, Resnet50v2, Resnet101, and Xception were used. The Brazil Glaucoma (BrG) public dataset 

was divided into 70% training, 30% testing, and 20% of training data for validation. The accuracy of each 

model was found to be above 80%. In another study by Xiangyu Chen, Yanwu Xu et al. [10], glaucoma 

detection was performed using a deep convolutional neural network (CNN). The architecture of the network 

consisted of four convolutional layers, and two fully-connected layers. The ORIGA, and SCES datasets were 

used for training, and testing the model. Augmentation, dropout, response-normalization layers [11][12], and 

overlapping-pooling layers were employed to improve the model's performance, and reduce overfitting. The 

AUC results obtained were 0.831 for the ORIGA dataset, and 0.887 for the SCES dataset. Research conducted 

by Amer Sallam, Abdukguddoos S, et al. [13] focused on the early detection of glaucoma using transfer 

learning from pre-trained CNN models. Fundus images were used for glaucoma detection, and various pre-

trained models were employed. The Large-scale Attention-based Glaucoma (LAG) dataset was utilized for 

training, and evaluation. The ResNet-152 model exhibited the highest performance with an accuracy rate, 

precision, and recall of 86.9%. In 2019, Mohammad Norouzifard et al. [14] conducted research to diagnose 

glaucoma using a comparative method of transfer learning, deep learning, and multilayer neural network 

techniques. Various classifiers, including MNN, CNN, VGG, InceptionResNet, Xception, and proposed 

NASnet-based models, were trained using the RIM-ONE V2 dataset. The proposed NASnet-based model 

achieved the highest test accuracy among these classifiers, which was 90%. 

Based on the aforementioned issues, this study aimed to design a glaucoma detection system using the 

CNN method, and employing six models, namely AlexNet, Custom Layer, MobileNetV2, EfficientNetV1, 

InceptionV3, and VGG19. The reason why we choose CNN for glaucoma classification is because CNN is 

capable of processing complex images, and the ability to transfer learning which can improve glaucoma 

classification performance. In order to achieve optimal results in the study, hyperparameter experiments were 

conducted for each model. The hyperparameters tested included batch size, learning rate, and optimizer. The 

batch sizes used in parameter testing are 64, 128, 256, and 512. Learning rates in this parameter test are 0.1, 

0.001, 0.0001, and 0.00001. The optimizers that will be tested are Nesterov-accelerated Adaptive Moment 

Estimation (Nadam), Adaptive Network Estimation (Adam), and Root-Mean-Square Propagation 

(RMSPropagation). Propagation (RMSProp). These experiments aimed to identify the best combination of 

hyperparameters that would maximize the performance of each model. By fine-tuning these parameters, the 

researchers sought to optimize the performance, and accuracy of the glaucoma classification model in detecting 

a total of 200 combined testing data from Cicendo Eye Hospital, and data from RIM-ONE DL. 

 

2. METHODS 

This research aims to design a system to classify glaucoma disease using the method in Fig. 1. This 

method starts by inputting the public dataset, namely RIM-ONE DL [15]. After that preprocessing, at this stage 

the data is resized, and augmented such as random rotation, zooming, and flips. Furthermore, the 

hyperparameter experiment process by training by combining each parameter such as batch size, learning rate, 

and optimizer. The purpose of hyperparameter experimentation is to identify the most optimal parameters to 

achieve accurate classification. The CNN models used in this research include AlexNet, Custom Layer, 

MobileNetV2, EfficientNetV1, InceptionV3, and VGG19. 
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Fig. 1. Proposed method for glaucoma classification 

 

2.1. Dataset 

The training data consists of 313 samples categorized into two classes: glaucoma, and normal. This 

research uses the RIM-ONE DL dataset [15], which is a new version of rim one v1, v2, and v3 by eliminating 

duplicate images in each of the previous rim one versions. RIM-ONE DL also implements all images to be 

cropped right around the optic nerve head using the same proportionality criteria, something that was not done 

in previous versions. The training data consisted of 313 samples categorized into two classes: glaucoma, and 

normal. Data was collected using different cameras such as Nidek AFC-210 non-mydriatic fundus camera with 

21.1-megapixel Canon EOS 5D mark II, and non-mydriatic Kowa WX 3D stereo. The dataset is taken from 

various hospitals in Spain such as Hospital Universitario de Canarias (HUC), in Tenerife, Hospital 

Universitario Miguel Servet (HUMS), in Zaragoza, and Hospital Cl´ınico Universitario San Carlos (HCSC), 

in Madrid. The sample dataset used in this study can be seen in Fig. 2. 

 
  

(a) (b) 

Fig. 2. Sample dataset image of RIM-ONE DL - (a) glaucoma fundus image, (b) normal fundus image 

 

2.2. Preprocessing 

Before the training process, the data is resized to 224x224, and converted to RGB format. To prevent 

overfitting, data augmentation techniques are employed based on the research conducted by A. Diaz-Pinto et 

al. [16]. The augmentation includes random rotation (-30 to 30 degrees), zooming within a range of 0 to 0.2, 

as well as horizontal, and vertical flips. As a result of augmentation, the dataset size expands to 933 samples. 

Then the data is divided into training 80% and testing 20%. 

 

2.3. Convolutional Neural Network 

A Convolutional Neural Network (CNN) is an artificial neural network specifically designed to handle 

structured data, such as images, and audio signals. CNNs have found extensive application in tasks like image 

classification, object detection, and image segmentation [17]. One of the pioneers of CNN is Yann Lecun, who 

invented the architecture called LeNet-5 in 1998. LeNet-5 was designed with an input size of 32x32 pixels, 
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and comprised 5 CNN layers. Its original purpose was to recognize digits in postal codes [18]. In the 

development of CNN models, LeNet-5 served as the foundation for other architectures. For example, AlexNet 

adopted convolution layers, pooling layers, and ReLU activation from LeNet-5 [19]. VGGNet also 

incorporated a convolutional layer concept similar to LeNet-5 [20]. The design of the InceptionNet feature 

extraction module, which utilizes different spatial scales, was inspired by the feature extraction approach of 

LeNet-5 [21]. 

 

2.3.1. AlexNet 

In 2012, Alex Krizhevsky, and colleagues introduced AlexNet, a Convolutional Neural Network (CNN) 

model that surpassed the LeNet model in terms of depth, and breadth. AlexNet achieved significant success by 

winning the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) competition [22][23]. This 

architecture consists of five convolutional layers, three fully connected layers, and three MaxPooling layers 

[24][25]. 

Fig. 3 displays the proposed architecture of the AlexNet model used for glaucoma classification. The 

proposed Alexnet architecture contains eight learned layers: five convolutional layers with activation relays, 

and three fully connected layers. The outputs of the three fully connected layers are sigmoid classifiers. The 

first convolutional layer consists of 96 filters, each with a kernel size of 3, and a stride of 4 pixels. The second, 

and fifth convolutional layers utilize 256 filters, 3 kernel sizes, and a stride of 1 pixel. Similarly, the third, and 

fourth convolutional layers employ 384 filters, 3 kernel sizes, and a stride of 1 pixel. Moving on to the fully 

connected layers, the first, and second layers contain 4096 units each, while the third fully connected layer 

consists of 1000 units. 

 

 
Fig. 3. Alexnet architecture 

 

2.3.2. Custom Layer 

Fig. 4 illustrates the proposed architecture of the custom layer model for glaucoma classification research. 

This architecture consists of seven learning layers: five convolutional layers, and two fully connected layers. 

The outputs of the two fully connected layers are sigmoid classifiers. The convolutional layers use filters 16, 

32, 64, 128, 128, a kernel size with size 5, and ReLU as an activation function. The MaxPooling2D layers use 
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a pool size of 2, the fully connected layers have 512 units, and a dropout layer with a rate of 0.2 is added based 

on research [11] to avoid overfitting. 

 

 
Fig. 4. Custom layer architecture 

 

2.3.3. MobileNetV2 

MobileNetV2 incorporates the Depthwise Separable Convolutions technique, which combines Depthwise 

convolution, and Pointwise convolution. This technique helps reduce the number of parameters, and 

computational cost significantly, by approximately 18 times compared to regular convolutions. The primary 

objective of this approach is to enhance portability. To address the issue of information loss in the non-linear 

layer of the convolution block, MobileNetV2 introduces Linear Bottlenecks. Furthermore, MobileNetV2 

introduces a novel structure called Inverted residuals, which aims to maintain information integrity throughout 

the network [26]. 

Table 1 provides an overview of the layer order in the MobileNetV2 architecture. The architecture begins 

with an initial fully convolutional layer consisting of 32 filters. Following that, there are a total of 19 residual 

bottleneck layers present in the MobileNetV2 architecture [27]. Table 2 show that MobileNetV2 uses ReLU6 

activation which can embed the input space into low dimensions [26]. 

 

Table 1. MobileNetV2 architecture 
Input Layer t c n s 

224 × 224 × 3 Conv2D - 32 1 2 

112 × 112 × 32 Bottleneck 1 16 1 1 

112 × 112 × 16 Bottleneck 6 24 2 2 

56 × 56 × 24 Bottleneck 6 32 3 2 

28 × 28 × 32 Bottleneck 6 64 4 2 

14 × 14 × 64 Bottleneck 6 96 3 1 

14 × 14 × 96 Bottleneck 6 160 3 2 

7 × 7 × 160 Bottleneck 6 320 1 1 

7 × 7 × 320 Conv2D 1×1 - 1280 1 1 

7 × 7 × 1280 avgPool 7×7 - - 1 - 

1 × 1 × 1280 Conv2D 1×1 - k -  
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Table 2. Bottleneck residual block transforming from k to k’ channels, with stride s, and expansion factor t 
Input Operator Output 

𝒉 ×  𝒘 ×  𝒌 1×1 conv2d, ReLU6 ℎ ×  𝑤 × (𝑡𝑘) 

𝒉 ×  𝒘 ×  𝒕𝒌 3×3 dwise s=s, ReLU6 
ℎ

𝑠
 ×  

𝑤

𝑠
 × (𝑡𝑘) 

𝒉

𝒔
 ×  

𝒘

𝒔
 ×  𝒕𝒌 Linear 1×1 conv2d 

ℎ

𝑠
 × 

𝑤

𝑠
 ×  𝑘′ 

 

2.3.4. EfficientNetV1 

EfficientNetV1 is a member of the group of convolutional neural network models known for their 

efficiency, and effectiveness. It incorporates a scaling technique that adjusts the network’s depth, width, and 

resolution using a compound coefficient. This approach aims to strike the right balance between model size, 

and performance [28]. 

Fig. 5 displays the architecture of efficientnetv1, this architecture uses 2 convolutional layers with 32, 

and 1280 filters, 1 pooling layer, and 8 MBConv (Mobile Inverted Residual Bottleneck) layers, each MBConv 

layer uses 3x3, and 5x5 kernel sizes include 1x1 pointwise convolutional, a depthwise separable convolution 

layer, and another 1x1 pointwise convolutional layer. The utilization of MBConv helps reduce computational 

complexity while maintaining model performance [28]. 

 

 
Fig. 5. EfficientNetV1 architecture 
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2.3.5. InceptionV3 

InceptionV3 was invented by C.Szegedy in 2015, it is designed to address the challenge of increasing 

model depth without significantly escalating computational complexity by employing the concept of the 

"Inception Module" [21][29]. Fig. 6 shows the architecture of inceptionnetv3, this model uses 5 convolutional 

layers, and 2 pooling layers, and 11 inception modules which are the main components of the inceptionv3 

model. Each inception module consists of 4 branches, which contain a total of 6 convolutional layers having 

various kernel sizes (1x1, 3x3, 5x5), 1 pooling layer, and 1 concentenation layer at the end of the inception 

module which serves to combine the output of several different branches. 

 

 
Fig. 6. InceptionV3 architecture 

 

2.3.6. VGG19 

VGG19 is a variant of the VGGNet architecture introduced by Karen Simonyan, and Andrew Z in 2014. 

VGG19 achieves high accuracy by utilizing a deep architecture, however, this model has large number of 

parameters which demands significant computational resources [20][29]. Fig. 7 illustrates the architecture of 

the VGG19 model, which consist of a total of 19 layers. This architecture comprises 16 convolutional layers, 

2 fully connected layers, and 1 sigmoid activation function. This model utilizes 3x3 convolutional filters to 

learn local patterns, max pooling layers with a pooling size of 2x2 for downsampling, and a flatten layer 

followed by 2 dense layers as fully connected layers. 
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Fig. 7. VGG19 architecture 

 

2.4. Experiment Hyperparameter 

In this research, the parameters tested are batch size (64, 128, 256, 512), optimizer (Adam, Nadam, 

RMSprop), and learning rate (0.01, 0.001, 0.0001, 0.00001) with 50 epochs. Batch size refers to the number of 

training data samples used in each iteration, high batch size will make the network take a long time to reach 

convergence (no more accuracy improvement), and if the batch size is too low it will cause the network to 

bounce around without achieving acceptable performance [30][31][32]. Learning rate is a parameter that 

controls the speed of the algorithm in learning patterns from a given dataset, using a learning rate that is too 

low can cause slow convergence, and using a high learning rate causes faster convergence, and results in an 

unstable loss function [33][34]. Optimizers are fundamental algorithms that allow the machine to learn from 

its experience, different optimizers will affect the speed of convergence, stability, and generalization [35]. 

Experiments were conducted by combining each parameter, and comparing the results one by one in the form 

of classification reports to get the best parameters for each model. 

 

2.5. Classification Report 

To assess the effectiveness of a model in accurately identifying images within each class, performance 

metrics such as accuracy, precision, recall, and f1-score can be utilized. These metric can be computed using 

the provided formulas in the equations (1) to (4). 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 
(1) 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑃

 
(2) 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁

 
(3) 

 
𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ×  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

 
(4) 

In the context of model predictions, True Positive (𝑇𝑃) refers to the correct identification of positive data, 

while True Negative (𝑇𝑁) denotes the accurate prediction of negative data. False Positive (𝐹𝑃) indicates the 
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incorrect labeling of negative data as positive, whereas False Negative (𝐹𝑁) signifies the incorrect labeling of 

positive data as negative [36][37]. Equation (1) is a parameter to measure the performance of the model in 

classifying all data correctly. Equation (2) is a parameter to measure the 𝑇𝑃 ratio with all data predicted as 

positive data. Equation (3) is a parameter to measure the ratio of 𝑇𝑃 to all data that is actually positive data. 

Equation (4) is a parameter to measure the harmonic mean of the precision, and recall parameters. 

 

3. RESULTS AND DISCUSSION 

This research utilizes the RIM-ONE DL dataset [15] which consists of 933 segmented fundus images 

including 348 glaucoma fundus images, and 585 normal fundus images. The dataset is divided into training 

data, and validation data, which comprises 746 fundus images, and validation data which comprises 187 fundus 

images. The input data used for training, and validation is sized at 224 x 224 x 3. Hyperparameter experiments 

are conducted by combining each parameter. After performing the hyperparameter experiments, the best results 

of each model will be presented in the form of accuracy charts, classification reports, and confusion matrices. 

After obtaining the optimal parameters for each model, the model will then be tested using testing data in the 

form of a combination of RIM-ONE DL data, and glaucoma fundus image data from Cicendo Eye Hospital, 

Bandung. The testing results will be displayed in the confusion matrix as a reference to find the best model. 

 

3.1. Optimal Hyperparameter 

After conducting the experiment with hyperparameters by combining each parameter, the best results 

from each model were selected. The selection process involved comparing the shape of the graph, and the 

classification report for each hyperparameter combination. The selected graphs are those that do not show signs 

of overfitting or are best among other graphs, and have a high accuracy value in the classification report of 

each model. Fig. 8 displays the best training graph for each model.  

Additionally, Table 3 showcases the most optimal hyperparameter for each model. In Fig. 8 parts (c), (d),  

(f) show signs of overfitting, overfitting is a condition where the model performs the training process well but 

when the model is tested with validation data shows results that are not as good as the training results which 

will cause the model to have high accuracy but not have good performance when tested using new data. 

 

Table 3. Optimal hyperparameter for each model 

Models 
Hyperparameters 

Description 
Optimizer Batch Size Learning Rate 

AlexNet Adam 64 0.00001 Good fit 

Custom Layer Adam 256 0.001 Good fit 

MobileNetV2 Adam 128 0.01 Overfitting 

EfficientNetV1 Adam 256 0.01 Overfitting 

InceptionV3 Nadam 64 0.001 Good fit 

VGG19 Adam 64 0.01 Overfitting 

 

3.2. Classification Report 

Table 4 presents the training results obtained using the most optimal parameters for each model. Based 

on the results, the model with custom layer achieves the highest accuracy value of 93%, and the model that 

gets the lowest accuracy is InceptionV3 with 83.5% accuracy. 

 

Table 4. Best classification report of each model 

Model 
Evaluation Matrix 

Class Precision Recall F1-score Accuracy 

AlexNet 
Glaucoma 89% 85% 87% 

90% 
Normal 92% 94% 93% 

Custom Layer 
Glaucoma 95% 87% 90% 

93% 
Normal 94% 98% 96% 

MobileNetV2 
Glaucoma 86% 83% 85% 

88% 
Normal 90% 91% 91% 

EfficientNetV1 
Glaucoma 93% 76% 84% 

87.5% 
Normal 87% 97% 91% 

InceptionV3 
Glaucoma 80% 79% 80% 

83.5% 
Normal 87% 88% 87% 

VGG19 
Glaucoma 85% 86% 86% 

88.5% 
Normal 91% 90% 91% 
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Fig. 8. Training, and validation graphs of the 6 generated models. (a) AlexNet; (b) Custom Layer; (c) 

MobileNetV2; (d) EfficientNetV1; (e) InceptionV3; (f) VGG19 

 

3.3. Testing 

After conducting hyperparameter experimentation, and obtaining the optimal parameters for each model, 

the next step is model testing. The testing data comprises primary data obtained from the Cicendo Eye Hospital, 

Bandung, West Java, as well as testing data from RIM-ONE DL [15]. The testing data includes 100 normal 

fundus images, and 100 glaucoma fundus images. Table 5 displays the distribution of testing data between 

Cicendo Eye Hospital, and RIM-ONE DL.  

 

Table 5. The distribution of testing data 

Class 
Dataset 

Cicendo RIM-ONE DL 

Glaucoma 56 44 

Normal - 100 

 

According to Fig. 9, the models that perform the best in image classification are InceptionV,3 and 

VGG19. InceptionV3 achieves a successful classification rate of 53% for glaucoma, and 85% for normal 

images, while VGG19 achieves a successful classification rate of 55% for glaucoma, and 77% for normal. 
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Fig. 9. Confusion matrix of the 6 generated models. (a) AlexNet; (b) Custom Layer; (c) MobileNetV2; (d) 

EfficientNetV1; (e) InceptionV3; (f) VGG19 

 

3.4. Discussion 

In this study, Table 4 reveals that the Custom Layer model achieves the highest average accuracy of 93%, 

as shown in Fig. 8 part b, which demonstrates a training graph without overfitting, however, the high accuracy 

of the model does not necessarily translate to accurate results in the confusion matrix using the test data. This 

discrepancy may arise from the similarity between glaucoma, and normal classes, leading to misclassification 

during the detection process. Consequently, the model may be deemed unreliable in detecting glaucoma 

disease. To address this issue, several approaches can be considered. Firstly, collecting a more diverse range 

of data can provide greater variation. Additionally, implementing feature engineering techniques such as image 

segmentation on the dataset can enhance object representation, and eliminate unnecessary features [38][39]. 

Furthermore, employing other data augmentation methods can augment the training data with more samples, 

improving data generalization, and enhancing the differentiation between classes [40]. 

 

4. CONCLUSION 

This paper discusses hyperparameter experiments to find optimal parameters for each of the AlexNet, 

Custom Layer, MobileNetV2, EfficientNetV1, InceptionV3, and VGG19 models which will later be used for 

glaucoma detection systems using deep learning with CNN algorithms. Hyperparameter experiments were 

conducted on the RIM-ONE DL dataset which has been augmented with a total of 933 images. The 

hyperparameter experiment results show that the Custom Layer model achieves the highest accuracy of 93% 

using the Adam optimizer with a learning rate of 0.001, and a batch size of 256. Notably, the Custom Layer 

model exhibits training graph performance that avoids overfitting. Following the Custom Layer model, the 

AlexNet, VGG19, MobileNetV2, EfficientNetV1, and InceptionV3 models achieved 90%, 88.5%, 88%, 

87.5%, and 83.5% accuracy, respectively. Although the six models show high average accuracy, it should be 

noted that the performance on the testing dataset of 200 images consisting of Cicendo Hospital data, and RIM-

ONE DL dataset is not necessarily in line with the accuracy where in the testing data the best performance is 

actually achieved by the model that has the lowest accuracy, namely InceptionV3 with batch size 64, learning 

rate 0.001, and using Nadam optimizer. The difference between high training accuracy, and poor testing results 

can be caused by several factors such as limited training data, and a lack of variety in the datasets used so that 

the training data, and testing data experience a mismatch. Furthermore, in future research to get better model 

results it is recommended to use a much larger dataset. It would be helpful to use datasets from different 

collection methods with different tools to make the dataset more varied, and consider using other types of 

augmentation. A larger, and more diverse dataset will minimize the possibility of misclassification in the testing 

process. 

 

(a) (b) (c) 

(d) (e) (f) 
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