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 The amount of negative content circulating on the internet can damage 

people's morale so that social conflicts arise in society that threaten national 

sovereignty. Detecting negative content can help identify and prevent harmful 

events before they occur. This can lead to a safer and more positive online 

environment. Comparison of Support Vector Machine (SVM) and Random 

Forest (RF) Algorithm for Detection of Negative Content on Websites. The 

research contributions are 1) detect negative content on the internet with 

random forest and SVM, 2) comparing SVM and RF algorithms for detecting 

negative content on websites, 3) detection of negative content based on text 

focusing on the categories of fraud, gambling, pornography and Whitelist. The 

stages of this research are preparing a text content dataset on a website that 

has been labeled, preprocessing (duplicated data, text cleansing, case folding, 

stopward, tokenize, label encoding, data splitting, and determine the TF-IDF), 

finally performing the classification process with SVM and Random Forest. 

The dataset used in this study is a structured dataset in the form of text 

obtained from emails that have been registered on the TrustPositive website as 

negative content.  Negative content includes fraud, pornography and 

gambling. The results show the accuracy of the SVM is 97%, Precision 90% 

and Recall 91%, while for Accuracy in Random Forest is 92%, Precision 

71%, and Recall 86%. The value obtained is the result of testing using 526 

website URLs. The test results show that the Support Vector Machine is better 

than the Random Forest in this study. 
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1. INTRODUCTION  

The internet has become an integral part of modern life. The internet provides a lot of information that 

can be used by the global community. Information presented on the internet can be either positive 

information or negative information. For this reason, besides having a very large positive impact, it also has a 

negative impact. Negative impacts are caused due to bad data sources on the internet, such as fraudulent 

activity, gambling, and content that is not suitable for all people [1]. Negative elements on the internet make 

it difficult for users to determine a positive or negative website. Negative content can have a bad impact on 

users [1][2][3]. The government through Indonesian Ministry of Information and Communication has tried to 

overcome this by building a reporting system and DNS (Domain Name System) in the form of a Positive 

Trust Blacklist that can filter out websites that contain negative content such as fraud, gambling, and adult 

content. TrustPositive blocks websites that are reported and users can report websites with negative content 

through the complaints feature in it. TrustPositive is currently blocking many dangerous websites [4][5]. 

However, it is still ineffective because it is only based on DNS and public reports, namely from the public 

and related agencies which are adjusted to the dataset from the central server, before finally blocking the 

website in question.  

https://creativecommons.org/licenses/by-sa/4.0/deed.id
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This problem can be overcome by developing a negative content detection system on the internet and 

other social media. Negative content detection can be done using machine learning technology [6]. Artificial 

intelligence is applied through machine learning, which enables systems to automatically learn from their 

surroundings and use that learning to improve their decision-making. Machine learning employs a variety of 

algorithms to iteratively analyze, explain, and enhance data, uncover patterns, and then take appropriate 

action [7]. The model created by machine learning may be descriptive or predictive. It is both descriptive and 

predictive in order to extract information from the data and create predictions about events in the future [8]. 

The negative content detection problem is a case of Text Classification. NLP is also known as 

computational linguistics, The field of NLP includes various techniques and methods for processing natural 

language, such as text analysis, language processing, and linguistic resource creation [9]. Methods used in 

NLP include text analysis, language processing, linguistic resource creation, and so on to help systems 

understand and manage language more effectively [10][11]. Text mining is a classifying concept in machine 

learning. The classification algorithm will group a set of text data into predetermined classes. By utilizing 

text mining, content circulating on the internet can be grouped into negative content classes and not negative 

content.  

There are many studies that have been carried out to develop this negative content detection, including 

identification of negative content using machine learning [5], detection of negative content (hoax) on 

microblog data that contains covid-19 information [12], Deep Learning to detect inappropriate content in text 

[13], Identifying Harmful Text: Deep Learning from Public Comments and Emails [14], LSTM Neural 

Network for Adult Content Classification on Indonesian Tweets [15], Automated Pornographic and 

Gambling Website Identification Using a Decision Process Based on Visual and Textual Content [16], Use of 

Support Vector Machine and Naive Bayes to Classify Pornographic Material on Twitter [17]. 

One of the algorithms applied to text processing is the Vector Support Model for text to get an accuracy 

of 87.07% which indicates that the model is quite good at detecting negative content [18]. The random forest 

algorithm for sentiment analysis which produces quite good performance can correctly predict 810 out of a 

total of 1000 data and reaches 80.4% accuracy [19]. SVM classifier better than some other classifiers such as 

Naïve Bayes [20], [21], Multinomial Naive Bayes (MNB) [22]. 

One of the most popular classifiers for classification and regression problems is random forest (RF). It 

is a desirable option for text classification due to its straightforward algorithm. Also, it has a substantial 

advantage over other machine learning models in that it can handle high-dimensional data and perform well 

with unbalanced datasets [23][24][25][26]. The RF is a prominent technique for handling imbalanced data 

and performs significantly better than other machine learning models due to its parallel architecture [27]. RF 

is preferred to the well-liked Decision Tree [28]. 

Based on the description above, it is interesting to develop a negative content detection system on 

websites based on text that focuses on the categories of fraud, gambling, and pornography using the Support 

Vector Machine (SVM) and Random Forest (RF). Then, the best performance comparison between the two 

methods is carried out. The research contributions are 1) detect negative content on the internet with random 

forest and SVM, 2) comparing SVM and RF algorithms for detecting negative content on websites, 3) 

detection of negative content based on text focusing on the categories of fraud, gambling, pornography and 

Whitelist. 

 

2. METHODS  

The stages in this study include preparing a text content dataset on a website that has been labeled. The 

next stage is to do pre-processing, furthermore, the data that has been pre-processed is divided into two parts, 

namely training data and testing data. The next stage is the classification process using the Support Vector 

Machine and Random Forest. The last evaluation was carried out on both models. The stages of the negative 

content detection process on websites with SVM and RF can be seen in Fig. 1. 

 

2.1. Dataset 

The dataset used in this study is a structured dataset in the form of text obtained from emails that have 

been registered on the TrustPositive website as negative content. In this case the website focuses on fraud, 

pornography, and gambling classes for negative content and one safe class labeled with the name whitelist as 

data containing safe text from negative content. By using a dataset of 2628 lines of data containing text from 

each website link, which is then divided into training data and test data. The dataset is arranged in a table 

with 2 columns, namely the text class category column and the contents of the text from the website that has 

been scraped (see Table 1). 
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Table 1. Dataset overview 

 Category Text 

0 Gambling 

Djarumsoccer adalah Situs Judi Online Terpercaya, Terbaik Di Indonesia yang menyediakan 

berbagai jenis permainan judi online secara lengkap seperti Sportsbok IBCbet, Live Kasino, Slot 

Games, Poker, Domino QQ, Ceme, Togel, Sabung Ayam, Fish World dan lainnya. 

1 Gambling 

Register | Deposit  | Withdraw | Bonus  | Hubungi Kami Copyright Â© 2010 Sports369, All 

Rights Reserved SPORTS369 Adalah Situs Judi Online Resmi Terbesar Terbaik di Indonesia 

yang menyediakan beragam jenis Games untuk Taruhan Bola Online, Casino Online, Mesin 

Slot, Poker, Togel, Tangkas dan sebagainya menggunakan Uang Asli. 

2 Gambling 

Cara Mendapatkan Banyak Referral Di Situs Judi Online â€“ Pada kesempatan kali ini saya akan 

memberikan kepada bettor beberapa cara Read More Tips Agar Bisa Merasakan Kesenangan 

Bermain DominoQQ â€“ 

3 Whitelist 

Victoria Guardiola dibesarkan sebagai anak lakilaki dengan nama Victor. Dia mulai merasakan 

ada sesuatu yang "tidak beres" pada usia yang masih sangat muda. Di umur 17 tahun, Victor pun 

baru berani memutuskan untuk memulai perawatan hormonal dan mengganti namanya menjadi 

Victoria. Pada bulan Maret 2010 lalu, atau empat tahun setelah dia memulai perawatan, dia lalu 

menjalani menjalani  operasi besar pertamanya, vaginoplasty. 

 

 
Fig. 1. Stages of The Negative Content Detection Process On Websites using SVM and RF 

 

2.2. Preprocessing 

In data preprocessing, duplicated data, text cleansing, case folding, stopward, tokenize, label encoding, 

data splitting, and determine the TF-IDF will be carried out. 

2.2.1. Duplicated Data 

Duplicate data is data that exists more than one in the dataset. This will cause problems in model 

training and should be removed to maintain model quality. 

 

2.2.2. Text Cleansing 

Text cleansing Is the step to get rid of characters that are not needed from the text dataset. Characters 

such as numbers, non-ascii, and symbols are removed, leaving only words. 

 

2.2.3. Case Folding 

Case Folding is an important pre-processing process to be carried out on text datasets. By using Case 

Folding, all text is converted to the same lower case, so there is no difference in the values between 

uppercase and lowercase which can affect the prediction results. 

 

2.2.4. Stopwords 

Stopwords are words that are ignored in the machine learning process because they are too commonly 

used and need to be removed. Stopwords can be found in the existing stoplists for each language or can be 

added as needed. 
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2.2.5. Label Encoding 

Label encoding is a preprocessing technique used to convert sequential number categorical data. As 

input labels in machine learning. 

 

2.2.6. Data Splitting 

Data splitting is the process of dividing the data into training data and test data with a specified ratio 

of 70:30. The data will be used to train and validate the model. 

 

2.3. Term Frequency Inverse Document Frequency 

A preprocessing technique called Term Frequency Inverse Document Frequency (TF-IDF) weighs 

words or groupings of words that are most frequently used in documents. TF gives weight to words in a 

document and IDF reduces the weight of words if they appear widely in various documents. To be machine 

understandable, we need to transform the data into vectors that represent each word used through pre-

processing that measures the occurrence of the word in the document. This is a process known as the 

weighting process [30], [31]. Weighting using TF-IDF is the most common technique that is often applied. 

To calculate TF-IDF use the following formula: 

                              (1) 

TF measures how often a term occurs in a document. Not all documents are the same length, so it's 

always possible for terms to appear more frequently in longer documents than in shorter ones. 

          
                                 

                                   
 (2) 

IDF is used to measure the importance of terms in a document. All terms are considered equally 

important in calculating TF. However, certain terms such as "when", "that is", and "at". Although common, 

does not carry much meaning. 

         
                          

                                     
 (3) 

 

2.4. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is an optimization-based learning technique that employs fictitious 

spaces represented as linear functions in high-dimensional data [32]. SVM is widely used in binary 

classification and regression problems [33]. Additionally, SVM is a family of strong classifications that have 

proved effective in a variety of natural language processing tasks [34]. SVMs, or support vector machines, 

are efficient machine learning techniques. SVM uses a classification technique to group data into two 

categories. When given labeled training data, SVM can be used to classify new data. SVM is optimal when 

using limited data. The main function of SVM is to classify data that can be separated linearly, and has better 

and more efficient performance than other methods such as ANN when dealing with large data [35]. SVM is 

designed to determine the best line in n-dimensional space to separate data into different groups, so that new 

data can be classified accurately in the future [36]. 

 

2.5. Random Forest (RF) 

Random Forest (RF) is a machine learning method that combines multiple classification trees to classify 

data [37]. This algorithm starts with selecting many samples from the data which is called a bootstrap 

sample. In each sample, most of the observations from the original data will appear at least once. Each 

classification tree is formed for each sample using only a small portion of the total available variables. Each 

tree was fully grown and used to predict observations that were not included in the sample (out-of-bag 

observations). The predicted class for an observation is calculated based on the majority of the tree 

predictions for that observation, with the condition of the series determined randomly [38]. By growing 

individual trees to very deep levels (typically one observation per terminal node) and using the average of the 

tree predictions, Random Forests reduce the issue of high variation in predictions common to tree-based 

methods while maintaining the benefits of tree-based methods, such as the ability to capture complex 

interactions and keep bias low [39]. 
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2.6. Evaluation 

To be able to use or disseminate the model that has been made, the system needs to be tested and 

assessed for its performance first using data that is not used during training or testing data. This can include 

comparing with experts in the field, as well as choosing the right metrics to use in the comparisons. Many 

models can be made, but it is not certain which model is good and which is bad from the many models that 

have been built, which are able to provide the desired results in accordance with a given set of inputs. The 

evaluation process is used to determine model performance because more than one model can provide the 

expected results and may be more suitable for certain needs. Evaluation of a classification model can be done 

using a classification report, which makes it easier to evaluate metrics such as recall, F1-score, and support 

[40]. A high accuracy score does not always guarantee the validity of the model, so it needs to be evaluated 

using other metrics such as: accuracy, recall, precision, F1-score obtained from the confusion matrix (see Fig. 

2). 

 

 
Fig. 2. Confusion Matrix 

 

 True Positive (TP): the model correctly predicts the positive class. 

 True Negative (TN): the model correctly predicts a negative class. 

 False Positive (FP): the model incorrectly predicts the positive class. 

 False Negative (FN): the model incorrectly predicts a negative class. 

 

Accuracy is the ratio between the number of correct predictions and the total number of predictions. 

Precision is defined as the proportion of TP value with the number of TP and FP. Recall is defined as the 

proportion of TP value with the number of TP and FN. F1-score is the harmonic average of precision and 

memory. The closer the F1 score is to 1, the better the performance of the model. Accuracy, recall, precision, 

and F1-score values can be determined by: 

 Accuracy = 
     

        
 

 Precision  = 
  

     
 

 Recall   =  
  

     
 

 F1 score  =     
                    

                    
 

 

3. RESULTS AND DISCUSSION  

3.1. Model Performance Results using Support Vector Machine (SVM) 

Table 2 shows the results of the performance evaluation obtained by machine learning SVM which is 

trained using text data that has 4 classes to get an accuracy of 0.97. from the confusion matrix shown by this 

model has high accuracy based on a large number of TP (True Positive) so as to obtain high accuracy. In 

Table 3 it can be seen that the metric values for each class, the results of the SVM for each class show high 

scores in most every class. The results of all macro metrics for SVM can be seen in Table 4. 

 

Table 2. SVM Confusion Matrix 

 Predicted Value 

A
ct

u
al

 

V
al

u
e 

 Gambling Pornography Fraud Whitelist 

Gambling 172 5 1 2 

Pornography 5 124 5 0 

Fraud 2 2 15 0 

Whitelist 0 0 0 193 

Accuracy 0.97 
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Table 3. SVM Class metrics 

Class TP FN FP TN Accuracy Precision Recall F1 

Gambling 172 8 7 339 0.97 0.95 0.96 0.95 

Pornography 124 10 7 385 0.96 0.94 0.92 0.93 

Fraud 15 4 6 501 0.98 0.71 0.78 0.75 

Whitelist 195 0 2 331 0.99 0.98 1 0.99 

 

Table 4. Macro Metrics SVM 

Metric Score 

Accuracy 0.979087452 

Precision 0.902872011 

Recall 0.917600594 

F1 0.909727922 

 
3.2. Model Performance Results using Random Forests 

Table 5 shows the results obtained from the evaluation results of the Random Forest machine learning 

performance. The results obtained are not much different from the previous SVM model, this can be seen 

from the number of TP (True Positive) which is also quite high. However, it can be seen that in the gambling 

class there is a mismatch in the fraud class with a total of 22 and also in the pornography class there is a 

mismatch with a total of 30 fraud which can affect precision. The results of class metrics and all macro 

metrics for random forest can be seen in Table 6 and Table 7.  

 

Table 5. Random Forest Confusion Matrix 

 Predicted Value 

A
ct

u
al

 

V
al

u
e 

 Gambling Pornography Fraud Whitelist 

Gambling 153 2 22 3 

Pornography 2 102 30 0 

Fraud 1 0 18 0 

Whitelist 13 3 4 173 

Accuracy 0.92 

 

Table 6. Random Forest Class Metrics 

Class TP FN FP TN Accuracy Precision Recall F1 

Gambling 153 27 16 330 0.91 0.90 0.85 0.87 

Pornography 102 32 5 387 0.92 0.95 0.76 0.84 

Fraud 18 1 56 451 0.89 0.24 0.94 0.38 

Whitelist 173 20 3 330 0.95 0.98 0.89 0.93 

 

Table 7. Macro Metrics Random Forest 

Metric Score 

Accuracy 0.923954373 

Precision 0.771198565 

Recall 0.863733877 

F1 0.762007503 

 
3.3. Comparison of SVM and RF Models 

Based on the test results at Table 2 and Table 5, SVM gets a higher score than the Random Forest. In 

this case the SVM model works quite well in classifying, while the number of misclassifications in the 

Random Forest model for two classes, namely the gambling and pornography classes is quite high and affects 

the precision of the model. 

Fig. 3 shows a graphic comparison of performance metrics from SVM and RF using negative content 

datasets from websites. The results show that both algorithms achieve high scores in each evaluation matrix. 

The metric from SVM shows an accuracy of 97%, 90% precision, 91% recall and 90% F1 (see Table 4), and 

the metric results from RF show an accuracy of 92% accuracy, 77% precision, 86% recall and F176% . 

Therefore, in the detection of negative content based on text from this website it can be said that SVM is 

better than RF, where the accuracy, precision, recall and F1 values of SVM are all higher than RF. 
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In the study of text classification, SVM is better than other classifiers including RF. This is the result of 

the theoretical guarantee that SVM provides for the best classification performance. Regarding the 

parameters to be considered while choosing a text classification method, SVM is increasingly being observed 

to perform better than other classifiers in text mining applications such as text categorization and text 

filtering. [19][20][29][41]. In general, SVM often performs better for linearly separable problems with high-

dimensional data, whereas random forests are better suited for problems with complex interactions between 

features and classes. However, the most effective strategy will depend on the unique features of the problem 

and the data set used, hence it is often necessary to try both approaches and compare their effectiveness 

empirically [42]. 

 

 
Fig. 3. Comparison of metrics based on the model used 

 

4. CONCLUSION 

Detection of negative content (with labels of fraud, pornography and gambling) on websites using SVM 

and Random Forest can work very well. The test results show that both SVM and Random Forest models can 

classify text with negative content from websites. The SVM algorithm is better than Random Forest in 

classifying negative content which can be seen from the results of the performance evaluation metrics 

obtained from SVM, namely 97% accuracy, 90% precision, 91% recall and 90% f1, while in Random Forest 

an accuracy score of 92%, 77% precision, 86% recall and 76% f1. Thus it can be concluded that SVM works 

better than Random Forest in detecting negative content on Indonesian language websites. In the future, we 

can add more classifications and feature extraction methods to this experimental investigation. This can be 

expanded to test a variety of regional and foreign languages. 
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