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 This article presents near misses as corrective and preventive measures to 

safety events. The article focuses on the risk factors of commercial 

motorcycling near misses, which we address by proposing a near miss 

detection framework based on a hybrid of YOLOv4-DeepSort and VGG16-

BiLSTM models. We employed YOLOv4-DeepSort model for the detection 

and tracking tasks, and the tracked images and identity information were 

stored. The sequence of image was fetched into the VGG16-BiLSTM model 

for extraction of image feature information and near misses recognition 

respectively. Video streams of near miss datasets containing motorcycling in 

different scenes were collected for the experiment. We evaluate the proposed 

methods by testing 444 sequential video frames of motorcycling near misses 

in urban environment. The detection models achieved 96% accuracy for 

motorcycle, 89% for car, and 81% for person with lower false-positive rates 

on the test datasets while the tracking models achieved 34.3 MOTA on the 

test set and MOTP of 0.77. The results of the study indicate practicality for 

automatic detection of motorcycling near misses in urban environment, and 

it could assist in providing resourceful technical reference for analyzing the 

risk factors of motorcycling near misses. The research contributions are: (1) 

A hybrid of YOLOv4 and DeepSort model to enhance object detection and 

tracking in a complex environment and (2) A hybrid of YOLOv4 and 

DeepSort model to optimize the extraction of image feature information and 

near misses recognition respectively for overall system performance.  
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1. INTRODUCTION  

Although many researchers have come up with different definitions for near misses, but the most suitable 

definition among them all is defined as an unexpected event that results neither in dangerous hazard, damage, 

injury, nor death but if ignored or unreported, has the tendency to result to any of them in future. The reporting 

and investigation of a near miss incident by a detailed accident investigation helps in applying preventive 

measures to forestall reoccurrence of such incident [1]. Fig. 1 shows a typical implication of ignored or 

unreported near miss incident. Near miss events are not uncommon, they are more common than sickness, 

hazard, damage, injury and fatality any statistics may present. According to the Federal Road Safety Corps 

(FRSC), near miss events precede road safety incidents. The responsiveness of urban planners, practitioners, 

commercial motorcyclists, drivers, road users and road safety corps to near miss events can be corrective and 

preventive measures to future safety incidents [2]. 

According to [1] there is potential ability in the newly emerging urban data sources to handle image-

related urban modeling tasks. Utilizing such data for urban scenes analysis helps in understanding the dynamic 

nature of cities and controlling incidents relating to traffic or overcrowding in such cities. Several attempts 
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have been made by urban researchers to model cities by multi-agent models using science of complexity and 

theory of network [2]. The implication of these models, most of the time, is over-simplification of the urban 

systems’ initial settings and cities exploration from a perspective that is one-dimensional [3]. Lack of large-

scale and public accessible dataset, open source modifiable code and graphic processing unit (GPU) are 

mitigating the robustness of these models from feeding simulations that are unusually large in scope. However, 

the advent of the artificial intelligence based computer vision and image processing algorithms has changed 

the whole systems by paving the way for data/video analytics and analytical techniques that can handle urban-

related problems.  

 

 
Fig. 1. Unreported or ignored scenarios of near miss incident leading to accident. Source: Internet 

 

The emergence of computer vision and image processing, and their applications have helped in 

understanding the complexity of the attributes of the city dynamic for prompt detection of motorcycling near 

misses. Various problems confronting urban settlement can be resolved through large-scale datasets of 

analyzed digital images, whereby essential information and image elements can be tracked and extracted as if 

performed by human experts for the overall benefit of transportation industry. Some of the risks caused by the 

congestion and incidents of traffic to the urban dwellers are due to the nature of road and transport networks 

put in place. According to [4], to control these ugly incidents, for couple of years, measures were put in place 

such as safety awareness programmes for sensitizing the urban dwellers on road safety, and monitoring the 

networks of urban transport using technology-based road signs and traffic lights. However, these measures 

could not give detail account of the unpalatable consequences such as congestion or incidents of traffic of the 

agents’ behavior such as motorcycles, pedestrians, and automobile, all within the city environment. Having 

such detail account is essential and beneficial to the motorcyclists, who are mostly exposed to road accidents, 

with little or no near misses data. Motorcycling is a major occupation among many youths in Nigeria and 

elsewhere [5]. However, incessant motorcycling road crash is worrisome; a total of 689 people were killed, 

over 200 injured in 1,500 road crashes involving motorcycles and tricycles between 2015 and 2019 on Lagos 

roads alone, according to the state government [6]. 

Although other means of transportation have been encouraged globally to ease challenges of 

transportation and reduce air pollution caused by automobiles [7], [8], motorcycling has not been favorably 

considered in that category due to numerous near misses involving motorcycles as a result of little or no formal 

training received by the motorcyclists regarding rules guiding roads and their usage. In another perspective, 

motorcycling is perceived as dangerous mode of transportation in that, only a few passengers can withstand 

the trauma of its near misses or the risk of dodging its crash [9]. Just as found in many places of the world, 

motorcyclists and their passengers are not likely to get to their destinations without experiencing one form of 

near misses or another [10], thereby hindering the wider acceptance of commercializing motorcycling as a 

mode of transportation [11]-[13].  

Although most of the near misses are reported, not recording them contributes to the difficulty in 

accessing their data as information source for investigating and identifying the associating factors responsible 

for the accidents risked by individual motorcyclists such as visibility, physical conditions of the roads and the 

motorcycles, mental and psychological state of the motorcyclists and the pedestrians. Camera-trap images and 

video data of commuting motorcyclists can be a good source of the data and information needed to address the 

aforementioned tasks, especially the video data, which provide the replica of the original near miss scenes for 

their features extraction [11], [12], [14], [15], [16]. In all combination, incidents of motorcycling near misses 

are factors- and events-based, which in actual fact, are not all the time caused by transportation alone.  

In-depth understanding of these factors and events will ease the problem of analyzing motorcycling near 

misses. Due to the small number recorded for near misses, and the impact of prejudice on reporting data 
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pertaining to road crash, where only the near misses that lead to crash or death are reported while the near 

misses that do not lead to crash or death are either ignored or under-reported, it is an herculean task to give 

quantitative analysis of the risk of motorcycling [12], [17], [18]. Too many ignored or unreported near misses 

lead to motorcycling crash. By using this analogy, if data on these near misses can be recorded, then they can 

provide a rich source of information with which to study motorcyclists’ crash risks and identify the factors that 

are most associated with them. Among the many walks-of-life that have adopted computer vision in tackling 

the most difficult part of their career are urban planners.  

Among the catalysts that are responsible for the computer vision accuracy and efficiency in practical 

settings are the logics of the models; computer vision models are constructed in multiple hidden layers with 

high graphic processing capabilities to handle the large datasets [19]-[21]. The models logical construction 

enables computer vision to posses the capabilities of overcoming even the most herculean vision tasks of 

recognizing and extracting features from digital images more than any natural vision [22]-[24]. Urban scene 

elements such as those based on a collection of themes as found in our natural environment such as sky and 

built environment such as infrastructure need to be understood; and this can be achieved by computer vision 

represented by parsing and semantic segmentation for the localization of the objects in cities [25], [26].  

Computer vision has shown a dramatic improvement on how cities complexity can be tackled. According 

to [24], computer vision as a field of artificial intelligence (AI) can be defined as an artificial method of training 

computers to learn to interpret and understand the features representation of the visual objects for their accurate 

identification and classification. Computers react to what they see, just as human eyes react, computer vision 

leverages artificial intelligence (AI) to enable computers to extract meaningful data from visual inputs such as 

images and videos. The insights gained from computer vision are then employed to take automated actions. 

Just like AI allows computers to possess thinking ability, computer vision gives them the ability to see. 

Computer vision, through the region-based convolutional neural network has been able to solve various visual 

issues that are related to videos and images accurately [24], [27].  

We combined YOLOv4 (You Only Look Once version 4 [28] and DeepSort [29] to YOLOv4-DeepSort 

[30] for the detection and tracking tasks, and the tracked images and identity information were stored. Every 

1s, the sequence of image was fetched into the VGG16 (Visual Geometry Group [31] and BiLSTM [32] model 

(VGG16 and BiLSTM were combined to VGG16-BiLSTM and used for extraction of image feature 

information and near misses recognition respectively). LSTM (Long Short Term Memory [33] is a unique 

recurrent neural network (RNN). We evaluate the method by testing 444 sequential video frames of 

motorcycling near misses in urban environment. The detection models achieved 96% accuracy for motorcycle, 

89% for car, and 81% for person with lower false-positive rates on the test datasets while the tracking models 

achieved 34.3 MOTA on the test set and MOTP of 0.77. The results of the study indicate practicality for 

automatic detection of motorcycling near misses in urban environment, and it could assist in providing 

resourceful technical reference for analyzing the risk factors of motorcycling near misses. The work in this 

paper is a step towards alleviating near misses among motorcyclists and those that are directly affected in the 

complex urban environment. The research contributions are: (1) A hybrid of YOLOv4 and DeepSort model to 

enhance object detection and tracking in a complex environment and (2) A hybrid of YOLOv4 and DeepSort 

model to optimize the extraction of image feature information and near misses recognition respectively for 

overall system performance.   

 

2. MATERIALS AND METHODS  

In collecting and analyzing road safety data and the risk factors, there are methodological challenges that 

are involved [34]. The approach used in the existing methods for understanding near misses has limitations; 

therefore, this section presents the conceptual framework for understanding near misses occurrence and 

detection in urban environment using the proposed models as shown in Fig. 2. 

 

2.1. Datasets 

The proposed framework employed two different datasets; 1) the dataset for training and testing the 

models, and 2) the dataset for validating the models. The datasets were labeled using LabelMe [35], which 

provides an online annotation tool to label image(s) for computer vision research as applied in this study for 

best performance. Datasets related to road users and motorcycling near misses, and risk factors (i.e., built and 

natural environment) were employed for the training, testing and validation of the models (YOLOv4-DeepSort 

and VGG16-BiLSTM models) that are proposed in this study. Both YOLOv4-DeepSort and VGG16-BiLSTM 

models were trained and tested on the aforementioned datasets in ratio 30:70. Fog as one of the risk factors has 

628 images and 2,876 non-fog images, which were extracted from among the dataset of weather images that 

consist of more than 180,000 images of four classes of weather such as rainy, sunny, cloudy and foggy [36]. 
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Moreover, the datasets are only representations of urban settlements at daytime for intensity of the clouds (other 

weather and visual factors are not considered in this study).  

 

 
Fig. 2. Conceptual framework for understanding near misses occurrence and detection in urban 

environment 

 

For the road users and motorcycling near misses, approximately 444 sequential video frames in urban 

environment captured by mobile and immobile cameras were employed. This is in-line with the Multi-Object 

Tracking (MOT) dataset [37] employed by the DeepSort method to conduct the tracking experiment. MOT 

dataset comprises 5,500 sequential frames of training dataset with approximately 39,905 bounding boxes, and 

the 5,783 sequential frames of test dataset with approximately 61,440 bounding boxes. ILSVRC CLS-LOC 

dataset [21] was used in training the weights of the base network of VGG16 model, and COCO dataset [20] 

was used in training the model by adapting the network of the last fully connected layers that were converted 

to layers of convolution after shortening the base network. To make up the limited datasets and improve the 

performance of the models, data augmentation technique was appropriately applied for two reasons; 1) for the 

training enhancement of the models, and the accountability for the class disparity of each model without 

changing the image class [24], [38]. The framework is built with one input of video frames based on the 

bootstrap aggregating (or bagging) technique [38] in which multi-models are trained in isolation but integrated 

to improve generalization.  

The system specifications for carrying out the experiment are as follows: (1) Software; 64-bit Windows 

10 Operating System, Jupyter IDE, and Open CV Python library, (2) Hardware; Intel Core i5 

processor@2.4GHz CPU, 16 Gigabytes RAM, GeForce GTX 1080 Ti Graphics card, 2 Terabytes hard-disk, 

and 10.1 inch IPS HD Portable LCD Gaming Monitor PC display VGA HDMI interface for 

PS3/PS4/XBOx360/CCTV/Camera. 

 

2.2. YOLOv4-DeepSort for detection and tracking 

This stage comprises the detection and tracking of road users (i.e., pedestrians, automobiles, and 

motorcycles) and motorcycling near misses, and their risk factors (i.e., built and natural environment). The 

qualities possessed by YOLOv4 make it different from other approaches for detecting objects. We adopted 

DeepSort algorithm tracking method, which is based on SORT [39] algorithm. The simple Kalman filter was 

used in SORT algorithm for predicting state, and intersection over union (IOU) was used in constructing the 

cost matrix. Then the detection boxes and trajectory associations were made possible by using Hungarian 

algorithm. This algorithm in its simplicity performs excellently well in high frame rates videos.  
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But there is limitation to what SORT could handle; one of its limitations is ignoring the surface features 

of the object that was detected, its accuracy is solely depended on the low uncertainty of the state of the object. 

The extraction of appearance information was carried out in DeepSort, and the correlative metrics were 

replaced with more reliable metrics. The convolutional neural network (CNN) was trained for the extraction of 

appearance feature information; this increased the network robustness and greatly reduced the identification 

switch occurrence for an improved tracking accuracy. In this study, YOLOv4-DeepSort was employed as the 

multi-target tracking algorithm to track the detected road users in the video. Fig. 3 shows the flowchart of the 

multi-target tracking algorithm. 

 

 
Fig. 3. Flowchart of multi-target tracking algorithm showing the contributions of the proposed models to 

detecting and tracking the road users for near misses analysis 

 

In Fig. 3, the video was converted to video frames after it has been inputted into the model network, then, 

YOLOv4 algorithm for object detection was used to extract the deep features, followed at this stage was 

obtainment of candidate boxes. Non-maximum value suppression (NMS) algorithm was employed in removing 

the overlapping frames, thereby obtaining the final detection boxes and features. Kalman filter was used in 

predicting the position and state of the target road users in the next frame of the video, and the prediction result 

was assigned to the detection box with higher confidence after comparing the confidences of detection boxes 

provided by the detector. The target road users between the previous frame and the current frame were matched 

optimally by the Hungarian algorithm, thereby associating the tracking boxes in the previous frame with the 

detections in the current frame, leading to obtainment of the target trajectories in the video for the extraction 

of the appearance information. Concurrently, the results of the tracking were generated and the tracker’s 

parameters were updated for target redetection. 

The model’s objective loss function is calculated based on the confidence loss’ weighted sum and the 

localization loss [40]. In this study, the detection accuracy of the model is evaluated based on the centre error 

of performance measures of the detected object for every time-frame (1 to n). The centre error in the video for 

every time-frame (first frame to the last frame) is calculated based on the threshold values. The precision and 

recall metrics which measure the accuracy of object detection in terms of the centre error are employed. The 

percentage of precision, recall, false negatives and false positives is calculated as 

 

Precision =
True Positive

True Positive + False Positive

 
(1) 

 

Recall =
True Positive

True Positive + False Negative

 
(2) 

   Precision otherwise known as positive predictive value is the fraction of relevant objects among the 

total number of relevant and irrelevant retrieved objects, that is, precision is defined as the percentage of correct 

instances produced by a model. Recall otherwise known as sensitivity is the fraction of relevant objects that 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 101 

  Vol. 9, No. 1, March 2023, pp. 96-106 

 

 

Motorcycling-Net: A Hybrid-Based Classification Method For Recognizing Motorcycling Near Misses (Rotimi-Williams 

Bello) 

were retrieved. A true positive is an outcome where the model correctly predicts the positive class. A false 

positive is an outcome where the model incorrectly predicts the positive class. A false negative is an outcome 

where the model incorrectly predicts the negative class. Based on the precision-recall percentile of each track 

object, a similarity function is employed as the metrics for evaluating the performance of the object tracking 

model.  

The similarity function is used for evaluating tracking performance of the DeepSort in the object tracking 

models (YOLOv4-DeepSort). The tracking accuracy of the Deep-Sort is established if the similarity function 

satisfies 

 
𝑆𝐼𝑀 (𝑇𝑜, 𝐶𝑜)  ≥  𝑇ℎ1

 (3) 

where 𝑇𝑜 is the target object and 𝐶𝑜 is the candidate (detected) object. 𝑇ℎ1 is a pre-defined threshold for 

checking the tracking accuracy. By using Bhattacharyya coefficient, the 𝑆𝐼𝑀 (𝑇𝑜, 𝐶𝑜) is calculated for 

computing the similarity in distance between the colour distributions of the object tracking models (YOLOv4-

DeepSort) and the detected objects, the similarity function is denoted by     

 

𝑆𝐼𝑀 (𝑇𝑜, 𝐶𝑜) = ∑ √𝐻𝑇𝑜(𝑢) ∗ 𝐻𝐶𝑜(𝑢)

𝑏

𝑢=1

 
(4) 

where 𝐻𝑇𝑜 is the colour distribution of the object tracking models (YOLOv4-DeepSort) and 𝐻𝐶𝑜 is the colour 

distribution of the detected object, 𝑏 denotes the total number of histogram bins. The value of threshold for 

occlusion detection is set between 0 and 1. Mean Average Precision (mAP) [20] is employed as the metric for 

evaluating the performance of the segmentation model based on the precision-recall curve of each object class. 

By carrying out the evaluation, the first precision-recall curve is produced, and for that particular object class, 

an Area Under the Curve (AUC) is calculated and referred to as Average Precision (𝐴𝑃). To produce the 

precision-recall curves, it is compulsory for the predicted instance to match with the image’s ground-truth 

annotated object. If both the produced instance and the ground-truth instance possess the same class, and the 

IOU is greater in value than the predefined value, this means that there is a match between the produced 

instance from the model and the ground-truth instance.  

The rate of overlapping between the predicted value and the ground-truth value is measured using IOU in the 

instance segmentation problem [41]. The IOU equation is 

                                             
𝐼𝑂𝑈 =

Area of Intersection

Area of Union

   (5) 

The instance with the highest score of 𝐼𝑂𝑈 is chosen if the instance produced by the model matches with 

many ground-truth values. The 𝐼𝑂𝑈 values considered for this work is from 0.50 to 0.95 with mAP at 

𝑋 notation, where 𝑋 is the threshold value employed in computing the metric. By removing from consideration 

of the ground-truth instance which matches with the produced instance, the repeated instance is penalized and 

considered as false positive as no other produced instance can be matched with the removed ground-truth 

instance object. The precision-recall is computed only after establishing all the matches for the image. Once 

the precision-recall points are produced using the various threshold 𝐼𝑂𝑈 values, the average precision (𝐴𝑃) 

will be calculated. 𝐴𝑃 is calculated using 

 
𝐴𝑃 = ∑  [R(n) −  R(n − 1)]. max P(n)𝑁

𝑛=1
   (6) 

where 𝑁 is the number of precision-recall points produced, 𝑃(𝑛) and 𝑅(𝑛) are the precision and recall with 

the lowest nth recall respectively. 

 
  𝑚AP =

1

N
∑  𝐴𝑃𝑖

𝑁
𝑖=1

   (7) 

where 𝐴𝑃𝑖= the 𝐴𝑃 of class 𝑖, and 𝑁 = the number of classes, and 𝑚𝐴𝑃 = mean Average Precision. 

 
2.3. Motorcycling-Net (VGG16-BiLSTM model) 

The different environmental factors with potential to influence the motorcyclist safety and cause near 

misses were addressed at this stage using the proposed method with a sensor-based detector for sensing the 

qualitative measures, which are associated with the built environment and natural environment such as fog and 

road infrastructure. A fog is an atmospheric environment in which visibility is reduced because of a cloud of 

some substance. The framework proposed in this study for this stage is according to the work in [42], which 

relies on 3D-Convolutional Neural Network (3D-CNN) and VGG16-BiLSTM model based computer vision 

and image processing for extracting the information pertaining to risk factors (i.e., fog, bad road infrastructure, 
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carefree motorcyclist and pedestrian) from road-captured images using a merged method. The classification of 

the risk factors is also carried out at this stage irrespective of the foggy and visibility conditions. The 

convolution neurons of the model were trained using error back-propagation with a batch size of 32, an initial 

learning rate of 0.001, momentum of 0.9, 50 epochs, and Adam optimizer. Fig. 4 shows the random samples 

for foggy type of weather carefully acquired to suit the purpose of the study.   

 

 
Fig. 4. Random samples for foggy weather type 

 

This stage provides a proposed model called Motorcycling-Net for the extraction and segmentation of the 

detected road users and motorcycling near misses from the generated video. Motorcycling-Net is a model that 

is based on computer vision which itself is based on structure of convolution embedded with VGG16-BiLSTM 

model blocks for recognizing near miss actions from scene images. BiLSTM model was employed for the 

recognition of near misses in this study. BiLSTM has a better effect when it comes to time series data 

processing by combining the forward LSTM and backward LSTM. In this study, the pre-trained VGG16 model 

for Image-Net was used for extracting the image sequence features.  

The feature sequences are inputted into the network model of BiLSTM after normalizing them for model 

effects testing. To recognize near misses, the model needs to learn some elements such as the relative motions 

of the objects in the scene, and the recognition of past events. The finalized hyper-parameters of the model 

after many experiments are a batch size of 32, dropout of 0.5, decay of 0.00005, hidden unit of 256, an initial 

learning rate of 0.001, momentum of 0.9, 50 epochs, and Adam optimizer. The primary motive behind the 

proposed model is to serve as an information generator from which important conclusions can be drawn with 

respect to how motorcycling behaves in urban areas, for the overall benefit of policy makers and urban planners 

in understanding what is required for safety measures during the course of designing urban infrastructure. Fig. 

5 is an image sample of urban environment showing road users and built environment. 

 

 
Fig. 5. An image sample of urban environment showing road users and built environment 

 

3. RESULTS AND DISCUSSION  

This section presents and discusses the results of the experiments conducted in this study where the first 

stage was responsible for detection and tracking of road users and motorcycling near misses, and risk factors 
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for the extraction and classification of the detected objects at the second stage. As shown in Table 1, the 

detection models achieved 96% accuracy for motorcycle, 89% for car, and 81% for person with lower false-

positive rates on the test datasets based on the aforementioned parameters used in training the CNN model. 

Likewise, Table 2 shows the result achieved by YOLOv4-DeepSort model for fog detection. Fig. 6 shows the 

visual result of the detection experiment conducted on image sample of road users and motorcycling near 

misses, and risk factors (i.e., built and natural environment). 

 

 
Fig. 6. Sample of testing images showing segmentation of cars, motorcycles, persons as road users   

 

After the testing stage, we evaluated our models by comparing our results with the results achieved by 

other related methods. [43] achieved overall score of 0.91 by using CNN-LSTM model to detect fog and four 

classes of weather (rainy, sunny, cloudy, snowy); they could not detect night time and glare. [44] achieved 

overall score of 0.80 by using different types of CNN models to detect fog and two classes of weather (snowy 

and rainy); they could not detect night time and glare. [45] achieved overall score of 0.93 by using multiple 

residual deep models to detect the following; night time, glare, fog and weather classes (clear, rain, snow).  

The proposed models are limited in performance in some instances when compared with the existing 

work; for example, the unavailability and inconsideration of other classes of weather datasets such as weather 

at night-time, snow, rain  and glare images in this study affected the general performance of the models. 

However, narrowing the data acquisition to only road users and motorcycling near misses dataset, and fog 

dataset as one of the risk factors under weather condition makes the proposed models essential in addressing 

the current challenges reported in the existing work and for the analysis of the variations in images of urban 

scenes by computer vision and deep learning, which may assist city planners. Fig. 7 shows the average precision 

result of using VGG16-BiLSTM model for detecting (a) Motorcycle, (b) Car, and (c) Person. 

 

Table 1. Object detection result using VGG16-BiLSTM model 

 Class 

Model AP for Motorcycle  AP for Car AP for Person 

 

 

 

VGG16-BiLSTM  

0.94 0.87 0.78 

0.95 0.91 0.79 

0.97 - 0.79 

0.98 - 0.80 

- - 0.81 

- - 0.83 

- - 0.83 

- - 0.85 

mAP 0.96 0.89 0.81 
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Fig. 7. Average precision result of using VGG16-BiLSTM model for detecting (a) Motorcycle, (b) Car, 

and (c) Person. Motorcycle shows higher recognition accuracy of 96% than others. 

 

Table 2. Fog detection result using YOLOv4-DeepSort model 

Model 
Loss (cross 

entropy) 
Accuracy (%) Precision True positive 

False 

positive 

YOLOv4-DeepSort 0.88 96 0.96 0.95 0.28 

 

The tracking models achieved 34.3 Multi-Object Tracking Accuracy (MOTA) on the test set and Multi-

Object Tracking Precision (MOTP) of 0.77. 

 

4. CONCLUSION 

A hybrid-based classification method for recognizing motorcycling near misses has been proposed in this 

study. YOLOv4-DeepSort was employed for the detection and tracking of road users (i.e., pedestrians, 

automobiles, and motorcycles) and motorcycling near misses, and their risk factors (i.e., built and natural 

environment). The qualities possessed by YOLOv4 make it different from other approaches for detecting 

objects. The extraction and recognition experiments were conducted by using VGG16-BiLSTM model for 

Motorcycling-Net. While the detection models achieved 96% accuracy for motorcycle, 89% for car, and 81% 

for person with lower false-positive rates on the test datasets, the tracking models achieved 34.3 MOTA on the 

test set and MOTP of 0.77. Even though these results justify the objectives of the research, in our future work, 

we intend to utilize more datasets of different classes of weather and other risk factors of near misses with their 

agents. 
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