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 Tuberculosis (TB) is a chronic disease still the main problem in Indonesia. 

However, this disease can be cured with drugs at a particular time after the 

patient is detected as having TB. TB diagnosis or screening can be made 

through x-ray imaging of the chest cavity by a radiology specialist. The 

Mantoux test can then be used to confirm the diagnosis.  X-ray images often 

have varying contrasts that lead to true negatives or false negatives. Whereas 

generally, a chest x-ray is the initial examination of TB. Error detection will 

have a fatal impact on treatment therapy. Therefore, this study proposed a 

system for TB detection based on x-ray images using deep learning. The 

system developed uses a Convolutional Neural Network (CNN) with the 

VGG-16 architecture. In the performance test stage, 700 normal and 140 TB 

chest x-ray images were used. The simulation results show that the proposed 

system can classify normal and TB lungs with an accuracy of 99.76%. The 

highest accuracy is achieved using batch size=50. This system is expected to 

assist radiology in detecting tuberculosis on X-Ray images of the lungs. The 

contribution of this study is to build a machine learning model for TB 

detection and optimization of model parameters to get the best accuracy. 
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1. INTRODUCTION  

Tuberculosis (TB) is one of the endemic diseases in Indonesia, with the third-highest number of sufferers 

after India and China [1]. It is an acute and chronic disease over time [2]. TB can affect everyone, both adults 

and children. It can affect physical growth in children because TB bacteria absorb nutrients from food. The 

Indonesian government has consistently fought TB to reduce the number of sufferers and mortality rates by 

providing free treatment. Early detection of TB is an essential protocol for determining cure therapy [3]. TB is 

diagnosed by medical imaging of the chest cavity or the use of reagents that react with TB bacteria [4]. 

Over the past decade, x-ray imaging has been used to screen for TB. Early evaluation of an ultra-portable 

x-ray system for active tuberculosis case finding [5]. Some underlying factors are high sensitivity, cheapness, 

and non-invasive. Radiology specialists have been manually observing chest x-ray images to determine the 

presence or absence of bacterial bundles in the lungs. However, this tends to be subjective and depends on the 

clinician's experience. The quality of the x-ray image also greatly determines the accuracy of the diagnosis 

because the gray x-ray image tends to be faint. 

Digital image processing techniques have an essential role in the medical field, such as image 

reconstruction [6][7], compression [8][9], image enhancement [10], and classification or detection [11]. 

Computer application for disease detection or classification is one of the areas that has received the most 

attention. Numerous studies have proposed methods for classifying medical images to help diagnose a disease. 

Recently, studies on the detection of TB based on chest x-ray have been reported. The study of TB 

detection from chest x-rays using five artificial intelligence algorithms by Qin et al. showed a sensitivity of 

about 90% [12]. In another study by Liebenlito et al., performing chest x-rays classification of TB and 
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pneumonia using the convolutional neural network (CNN) resulted in 86% accuracy in identifying TB [13]. A 

similar study on chest x-ray classification of TB cases using CNN generating an accuracy of >80 to 92.5% has 

been reported [14][15]. Some of the literature shows that TB detection studies are still an important issue, 

especially with the CNN approach [16][17]. However, there is still a gap in improving accuracy. The datasets 

used are also diverse so that previous studies can mutually reinforce one another. In addition, testing with large 

amounts of data is also required. 

In this study, a method for detecting tuberculosis based on chest x-ray images is proposed using a 

convolutional neural network. The CNN architecture employed in this simulation is VGG by changing several 

parameters to get the best performance. X-ray images consist of normal and tuberculosis sourced from open 

datasets. The parameters of the proposed test method include accuracy, precision, recall, and F1 score. The 

contribution of this study is to build a machine learning model for TB detection on chest x-ray and optimization 

of model parameters to get the highest accuracy. With this proposed method, it is hoped that it can support the 

achievements of previous studies so that they can strengthen the diagnosis of TB using digital analysis. 

 

2. MATERIAL AND METHODS  

2.1. System Overview 

Fig. 1 shows the proposed system for TB detection based on the chest x-ray image [18]. First, the original 

chest x-ray image from the database is resized to 64×64 pixels. Furthermore, feature extraction is carried out 

using CNN with the VGG-16 architecture. The model learning process is also carried out at this stage. The last 

is whether TB or normal based on training on the built model. Several parameter modification scenarios are 

carried out to determine the system's best performance. The simulation in this study uses pythons that are run 

on Google Colab. An explanation of the input image, CNN method, and performance evaluation are presented 

in the following sub-section. 

 

 
Fig. 1. The proposed system for TB and normal classification chest x-ray image 

 

2.2. Normal and TB Chest X-Ray Dataset 

Chest x-ray, both normal and TB, are sourced from an open dataset which can be downloaded at 

https://www.kaggle.com/datasets/tawsifurrahman/tuberculosis-tb-chest-xray-dataset [19]. A research team 

collected this database from Qatar University, Qatar, University of Dhaka, Bangladesh, researchers from 

Malaysia, and in collaboration with doctors from Hamad Medical Corporation and Bangladesh. This database 

consists of 700 TB chest x-rays and 3500 normal chest x-rays. An example of TB and a normal chest x-ray is 

presented in Fig. 2. The expert radiologist annotated both normal and abnormal. 

 

 

(a) 

 

(b) 

Fig. 2. Chest x-ray (a) TB (b) normal 
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The TB image consisted of 306 images from the BELARUS dataset and 394 images from the NLM 

dataset. Meanwhile, normal images consist of 406 images from NLM, and 3094 images are from RSNA. Then 

normal and TB were collected into an open dataset [20]. Chest x-ray images with a resolution of 512×512 

pixels are then saved. PNG format. 

 

2.3. Convolutional Neural Network 

A convolutional Neural Network (CNN) is one of the most common types of deep learning (DL) 

algorithms used for processing image or array data [21]. The term CNN refers to the convolution operation in 

the recognition process with multi-layer convolution [22]. The output is in the form of features extracted from 

the input image. CNN's architecture is similar to the pattern of connections in the human brain's neurons, 

inspired by the visual cortex, which functions to process visuals [23]. The general form of the CNN architecture 

is presented in Fig. 3. 

 

 
Fig. 3. The basic concept of CNN architecture 

 

CNN consists of convolutional layers, pooling layers, and fully connected (FC) layers [24][25]. They 

have functions for feature extraction represented by convolutional layers and pooling layers, while fully 

connected (FC) layers perform classification functions [26][27]. In its application, CNN has been developed 

into various architectures such as ResNet, VGG, DenseNet, AlexNet, ChexNet, Inception, MobileNet, and 

others. In this study, the CNN architecture employed is VGG-16. 

 

2.4. Visual Geometry Group (VGG)-16 Architecture 

The VGG-16 architecture is one of the popular CNN architectures and is widely used in image recognition 

development [28][29]. This architecture is an improvement of AlexNet [30][31]. The basic concept of VGG-

16 is using a convolutional filter with a size of 3×3 [32]. Thus, it can produce essential features so that it 

becomes more accurate [33]. The VGG-16 architecture has 16 layers consisting of 13 convolutional layers and 

three fully connected layers. The VGG-16 architecture is illustrated in Fig. 4. 

 

An overview of each component of the VGG-16 architecture is as follows: 

• Input layer: the input image is resized to 64×44. 

• Convolutional Layers: The convolutional filter kernel is 3×3 in size [34]. Apart from that, there is 

also a 1×1 convolution filter that acts as a linear input transformation. This section also includes a 

ReLU unit to speed up compute time compared to processing on AlexNet. 

• Fully Connected Layers: The VGG-16 has three fully connected layers [35]. The first two have 4096 

channels of the three layers, and the third has 1000 channels. 

 

 
Fig. 4. VGG-16 Architecture  
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2.5. Performance Evaluation 

In this study, the evaluation of the performance system in TB detection is included: accuracy, precision, 

recall, and F1-score. These performance parameters are calculated using the following equation (1-4) [36][37]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 
(1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

 
(2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

 
(3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

 

 

(4) 

Where, True positive (TP) is defined as positive data that is predicted to be correct, and true negative (TN) is 

defined as negative data that is predicted to be correct. Meanwhile, false positive (FP) is negative data but 

predicted as positive data, and false negative (FN) is positive data but predicted as negative data [38][39]. 

 

3. RESULTS AND DISCUSSION  

Each image was rescaled to 64×64×3 (weigh × heigh × 3 layers RGB). VGG-16 was implemented in 

training and testing to classify the Chest x-ray images into normal and tuberculosis. The VGG-16 model used 

in this study has a model design, as seen in Fig. 5, as details of the summary of the model are in Fig. 6. 

 

 
Fig. 5. VGG-16 model design 

 

The simulation results with several epoch and batch size scenarios are presented in Table 1. Based on the 

test results data carried out, the highest accuracy of the VGG-16 method in classifying pulmonary tuberculosis 

can reach 99.76% with 100% precision and an F1 score. The best performance was obtained using epoch=1 

and batch size=50. Batch size is a reflection of the number of training iterations. The simulation results show 

that the larger batch size can produce higher accuracy, and the most optimal use of batch size is 50. With a 

batch size is 60, the performance decreases because there is a possibility of bias in the learning process. The 

confusion matrix measurement details from the highest accuracy are shown in Fig. 7. The validation stage used 

700 normal and 140 TB chest x-rays. The classification simulation showed that all normal chest x-rays were 

detected 100%. Meanwhile, it was found that two TB x-ray images were predicted to be normal. The resulting 

detection error is not more than 1%. 

 

Table 1. Experimental results based on the effect of epoch and batch size parameters 
Epoch Batch_size Accuracy (%) Loss (%) Precision (%) Recall (%) F1-Score (%) 

2 20 98.57 6.07 99 96 97 

1 40 97.62 5.20 99 96 97 

2 40 99.52 1.21 99 99 99 

3 40 98.57 3.27 96 99 97 

1 50 99.76 1.78 100 99 100 

2 50 99.29 2.43 99 99 99 

3 50 99.64 1.28 99 99 99 

5 60 99.29 2.89 100 98 99 
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Fig. 6. The VGG-16 model summary from the training process 

 

 
Fig. 7. The confusion matrix on epoch = 1, and batch size = 50 

 

The proposed method has a better performance than previous studies for the classification of tuberculosis 

based on x-ray images. As presented in Table 2, our proposed method is approved that has the highest accuracy, 

precision, recall, and F1 score among two other studies. Results performance measurement based on our 

proposed method is also visually proven to be better than others, as shown in Fig. 8. 
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Table 2. Comparison of classification results with previous studies 
No Studies Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

1. Proposed 99.76 100 99 100 

2. [15] 89 85 91 89 

3. [40] 90 90 90 90 

4.  [41] 90 - - - 

 

 
Fig. 8. The comparison of results performance measurement 

 

4. CONCLUSION 

In this study, a method for detecting tuberculosis based on chest x-ray images is proposed using a 

convolutional neural network. The CNN architecture employed in this simulation is VGG by changing several 

parameters to get the best performance. X-ray images consist of normal and tuberculosis sourced from open 

datasets. The parameters of the proposed test method include accuracy, precision, recall, and F1 score. The 

system developed uses a convolutional neural network (CNN) based on the VGG-16 architecture. The 

simulation results show that the proposed system can classify normal and TB lungs with accuracy, precision, 

recall, and F1 score are 99.76%, 100%, 99%, and 100%, respectively. This system is expected to assist 

radiology in detecting tuberculosis on X-Ray images of the lungs. This proposed method achieves the highest 

performance among the previous studies so that they can strengthen the diagnosis of TB using digital analysis. 

Based on WHO standards, TB positive consists of several categories such as scanty, TB +1, TB +2, and TB+3, 

according to the International Union against Tuberculosis and Lung Disease (IUATLD) levels. Therefore, this 

classification according to WHO standards are a challenge in our future work to classify TB x-ray images into 

IUATLD levels. 
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