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 The class imbalance problem is the main problem in classification. This issue 

arises because real-world datasets frequently exhibit an imbalance as a result 

of a class with more instances than other classes. In handling class imbalance, 

a Hybrid Approach that blends data-level and algorithm-level approaches 

produce good results. However, apart from the class imbalance, which 

reduces classification accuracy, the complexity of the data also has an effect. 

The complexity of this data causes a minority noise sample which lies 

between the minority and the majority. In order to determine how close 

minority samples are to their homogeneous and heterogeneous nearest 

neighbors, it is necessary to calculate the relative density. The greater the 

proximity to the homogeneous nearest neighbors, the greater the relative 

density, which causes the minority samples to be in a safe state but otherwise 

be categorized as noisy samples. This research will combine the application 

of the Hybrid Approach with A self-adaptive Robust SMOTE (RSMOTE), 

which is an adaptive method from SMOTE that applies the concept of relative 

density in the over-sampling process on minority samples. The research 

contribution is to implement the Hybrid Approach-RSMOTE in handling 

class imbalance with noise by using relative density in over-sampling and 

also to improve classification performance. The results showed that the 

Hybrid Approach-RSMOTE and Hybrid Approach-SMOTE had given good 

results in handling class imbalance. However, the Hybrid Approach-

RSMOTE gave better results in the Precision, Recall, F1-Measure, and G-

Mean and showed significant differences. Based on the results of the study, 

it can be stated that the performance of the Hybrid Approach in handling class 

imbalance is influenced by the selection of the over-sampling method. The 

results show that RSMOTE can be considered an over-sampling method in 

the Hybrid Approach. 
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1. INTRODUCTION  

Real-world datasets frequently have issues with class imbalance brought about by an unequal distribution 

of data, which causes one class to have more instances than other classes [1]. This trend is unavoidable, as is 

the case in medical datasets where the number of positive samples is definitely less than the number of negative 

samples [2]. An imbalanced dataset is characterized by a large dataset containing uncertain and inconsistent 

elements [3]. This class imbalance problem has become an interesting challenge, especially in data mining and 

machine learning [4]. The existence of a class imbalance can reduce the accuracy of the classification, and also 

the most worrying thing is that often the minority class is a class with interesting instances. A number of 

algorithms and approaches to classification always assume that the sample is evenly distributed in each class 

so that if there is a class imbalance problem, the classification process will give better results for the majority 
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class and ignore the minority class [5]. The existence of a class imbalance can cause an interesting pattern that 

exists in the minority class cannot be obtained [6]. This causes it to be more important to correct 

misclassification in the minority class than misclassification in the majority class [7]. In handling class 

imbalance, it is important to pay attention to the accuracy of prediction in the minority class without neglecting 

the accuracy in the majority class [8]. 

The approach used in dealing with class imbalance can be divided into 2 (two), namely: data-level and 

algorithm-level [9]. By oversampling members of the minority class and undersampling members of the 

majority class, the data-level approach changed the distribution of the data [10]. Data-Level is classifier 

independent in the sense that the used classifier only classifies imbalanced datasets that have undergone 

resampling [11]. The algorithm-level approach is carried out by modifying the training and testing procedures 

on the classification algorithm, which aims to reduce the negative impact on minority class performance [12]. 

The workings of the algorithm level are shown in the form of using a classifier to improve the classification 

results for the minority class and increase the sensitivity of the classification results [13]. The hybrid approach 

combines the advantages offered by the data level in terms of modifying the number of instances in both 

majority and minority with the advantages of algorithm level in terms of generating a number of classifiers 

[14]. Included in the Hybrid Approach is the ensemble method using bagging or boosting the classifier [15]. 

Included in this Hybrid Approach are strategies for handling other perspectives, such as noise reduction [16]. 

Among the sampling methods, over-sampling, especially SMOTE, is the most popular method to use 

because the balancing results on training data are better when compared to under-sampling, as shown in the 

better ROC Curve (AUC) measurement results [17]. In general, SMOTE is more likely to work on feature 

space than data space [18]. To produce a new synthetic minority sample, the next step is to interpolate between 

the selected minority samples [19]. The main problem with SMOTE is the oversampling process on 

uninformative samples and the presence of noise [20]. Although the results of data balancing provided by 

SMOTE are quite good, there are other problems that arise related to dataset complexity which causes a 

minority noise sample that lies between the minority and the majority [21]. SMOTE's weakness in noise is 

caused by SMOTE not yet distinguishing the minority sample types into Safe, Border, and noisy [22]. Noise 

can be defined as an error in the identification of the label (noise in the class) or an error in the value of the 

attribute (noise in the attribute) [23]. The emergence of this noise is also caused by the tendency of lack of 

attention to the existence of overlapping classes and the absence of a determination of safe areas and borderline 

areas [24]. In addition, naturally, real-world datasets also have a tendency to have noise that can affect the 

performance of the classification [25]. The minority class will be more affected by noise's effects on 

classification outcomes than the majority class [26].  

A number of researchers have attempted to modify SMOTE so that it can overcome the noise problem. 

One of them is Borderline-SMOTE which attempts to identify samples into 3 (three) areas, namely: safe, 

borderline, and noise [27]. This method has been successful in overcoming the noise problem, but another 

problem that arises is that when there are minority samples in the boundary area where there are no majority 

samples nearby, these samples will be difficult to obtain [28]. A number of other methods, such as Safe-Level-

SMOTE [29], Local Neighborhood SMOTE (LN-SMOTE) [30], Over-sampling Using Propensity Scores 

(OUPS) [31], and Safe Level OUPS [32], are also constrained in trying to determine the ideal distance so that 

a sample is said to be in a safe area. Research on SMOTUNED, which is a SMOTE with hyperparameter 

optimization [33], gives good results but is very dependent on the distance-determining variable, so the results 

given can vary greatly if the distance determination is not done carefully [34]. 

Banerjee et al. [35] Propose the Fused Oversampling Framework by addressing the Outliers (FOFO) 

method, where outliers are detected to minimize them first by using IQR, and then the balancing process with 

SMOTE is carried out. However, this study did not consider the number of samples in the underlying dataset, 

so it is necessary to question the results if applied to datasets with different imbalance ratios. Other researchers 

use the Noise-Adaptive Synthetic Oversampling (NASO) method. This research is based on the calculation of 

the noise ratio for each sample in the minority class. Based on this noise ratio, positive samples will then be 

synthesized. The limitation of this method is that there is a limited number of samples due to the ability of the 

classifier to use SVM, so it is necessary to consider when using another classifier [36]. 

A self-adaptive Robust SMOTE (RSMOTE) uses the concept of relative density to measure the proximity 

of the minority samples to the heterogenous nearest neighbors and homogeneous nearest neighbors. The 

RSMOTE method starts by determining absolute density for homogeneous and heterogeneous nearest 

neighbors. Then the relative density will be determined by dividing the absolute density of the homogeneous 

neighbor by the absolute density value of the heterogeneous neighbor. The greater the relative density value, 

the greater the confidence to enter the sample into the safe area, and vice versa. The smaller the relative density 

value, the greater the confidence to enter the sample into the noise [28]. 
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This research will propose the Hybrid Approach-RSMOTE method for handling class imbalance with 

noise. A number of assessment metrics will be used in this research, namely: Precision, Recall, F1-Measure, 

and G-Mean. This study will compare the results obtained with the Hybrid Approach-SMOTE. The research 

contribution is to implement the Hybrid Approach-RSMOTE in handling class imbalance with noise by using 

relative density in over-sampling and also to improve classification performance. 
 

2. METHOD  

The stages of the research can be seen in Fig. 1 which the process starts with determining the dataset that 

will be used in the study. After that, the research stage continues with the preprocessing process on the dataset, 

which is carried out using the Random Balance Ensemble Method. The purpose of this preprocessing stage is 

to prepare the dataset to undergo the processing stage. In this preprocessing stage, a number of classifiers are 

generated for both majority and minority classes. Then after that, the processing stage will be carried out using 

RSMOTE. The application of RSMOTE is expected to minimize noise by determining relative density so that 

it can determine the safe area and noise. The classification results will then be compared with the Hybrid 

Approach-SMOTE. 

 

 
Fig. 1. Research Stages 

 

2.1. Hybrid Approach 

The pseudocode of the Hybrid Approach is as follows [37]. 

 

𝐼𝑛𝑝𝑢𝑡: 𝐷𝑇 = {𝑥1, 𝑥2, … , 𝑥𝑛}//𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝐷𝑎𝑡𝑎𝑠𝑒𝑡  

𝑁 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟  

𝑂𝑢𝑡𝑝𝑢𝑡: 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑃  

𝑀𝑒𝑡ℎ𝑜𝑑:   
𝑆𝑡𝑒𝑝 1 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑢𝑠𝑖𝑛𝑔 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑀𝑒𝑡ℎ𝑜𝑑  

𝑆𝑡𝑒𝑝 2 𝐹𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑁 𝑑𝑜  

        𝑖. 𝐴𝑝𝑝𝑙𝑦 𝑀𝑎𝑐ℎ𝑖𝑛𝑒 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝑜𝑛 𝑇ℎ𝑒 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠 𝑜𝑓 𝐷𝑇      

       𝑖𝑖. 𝑂𝑏𝑡𝑎𝑖𝑛 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑃𝑖  𝑓𝑟𝑜𝑚 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚  

𝐸𝑛𝑑 𝐹𝑜𝑟  

𝑆𝑡𝑒𝑝 3 𝐹𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑛   
      𝐴𝑝𝑝𝑙𝑦 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑢𝑠𝑖𝑛𝑔 𝑏𝑎𝑔𝑔𝑖𝑛𝑔, 𝑏𝑜𝑜𝑠𝑡𝑖𝑛𝑔 𝑜𝑟 𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔   
𝐸𝑛𝑑 𝐹𝑜𝑟  
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2.2. Absolute Density 

Absolute Density can be determined using Eq. (1) [28]. In the equation, 𝑝 represents the dataset, 𝑘 

represents the nearest neighbors, 𝑑(𝑝, 𝑞) represents the distance between points 𝑝 and 𝑞, and 𝑁𝑘(𝑝, 𝐷) 

represents 𝑘 nearest neighbors from 𝑝 in 𝐷. Absolute density represents the smallest distance between 𝑝 and 

its nearest neighbors in 𝐷. 

 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝐷𝑒𝑛𝑠𝑖𝑡𝑦 (𝑝, 𝐷) =
𝑘

∑ 𝑑(𝑝, 𝑞)
, 𝑓𝑜𝑟 𝑞 ∈ 𝑁𝑘(𝑝, 𝐷) (1) 

 

2.3. Relative Density 

Relative Density can be determined using Eq. (2) [28]. In the equation, it can be seen that the relative 

density is obtained from the calculation of the distance between the minority sample 𝑝 with the value of the k-

nearest homogeneous neighbor 𝑞𝑖, 𝑖 = 1,2, … , 𝑘 (absolute density from a homogeneous neighbor) divided by 

the calculation of the distance between the minority sample p and the value of k-nearest heterogeneous 

neighbors (absolute density from a heterogeneous neighbor).   

 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐷𝑒𝑛𝑠𝑖𝑡𝑦 (𝑝) =
𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝑝, 𝐷+)

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝑝, 𝐷−)
 (2) 

 

2.4. RSMOTE 

The pseudocode of RSMOTE is as follows [28]. Based on the pseudocode, it can be seen that RSMOTE 

begins with determining the number of minority samples that need to be generated based on the result of 

dividing the number of majority samples with the imbalance ratio. Then do the iteration for each instance on 

the minority sample to calculate the relative density value of each existing instance. After the iteration process 

is complete, divide the existing clusters into two clusters based on the relative density value obtained. 𝑃𝐴 cluster 

for instances with a higher relative density value and 𝑃𝐵 cluster for instances with a smaller relative density. 

Then for each cluster, do the process of determining the number of minority samples that need to be raised. 

Combine the synthesis results from the two clusters to become a result dataset. 

 

𝐼𝑛𝑝𝑢𝑡: 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝐷, 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑃, 𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑄, 
𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑅𝑎𝑡𝑖𝑜 𝐼𝑅, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑒𝑎𝑟𝑒𝑠𝑡 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝐾  

𝑂𝑢𝑡𝑝𝑢𝑡: 𝑆𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑆𝑦𝑛  

𝑃𝑟𝑜𝑐𝑒𝑠𝑠:   

𝑁 =
𝑄

𝐼𝑅
  

𝑓𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃 𝑑𝑜  

       𝑃′ ← 𝑃′ ∪ {𝑥𝑖}  

      𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑅𝐷(𝑃′) 𝑢𝑠𝑖𝑛𝑔 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (2)    
𝑒𝑛𝑑 𝑓𝑜𝑟  

𝐷𝑖𝑣𝑖𝑑𝑒 𝑃′ 𝑖𝑛𝑡𝑜 𝑡𝑤𝑜 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝐶𝐴 𝑎𝑛𝑑 𝐶𝐵 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑅𝐷(𝑃′) 𝑤ℎ𝑒𝑟𝑒 𝐶𝐴 ≥ 𝐶𝐵  

𝑃𝐴
′ ← 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝐶𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑 𝑡𝑜 𝐶𝐴  

𝑃𝐵
′ ← 𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝐶𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑 𝑡𝑜 𝐶𝐵  

𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑃𝑗
′, 𝑗 ∈ {𝐴, 𝐵} 𝑑𝑜   

      𝑁𝑗 ←
|𝑃𝑗

′|

|𝑃′|
. 𝑁  

     𝐹𝑜𝑟 𝐸𝑎𝑐ℎ 𝑆𝑎𝑚𝑝𝑙𝑒 𝑥𝑖  𝑖𝑛 𝑃𝑗
′ 𝑑𝑜  

             𝑤𝑖 ←
𝑘−𝑚

𝑘+1
  

           𝑊̅𝑖 ←  𝑤𝑖/ ∑ 𝑤𝑖

|𝑃𝑗
′|

𝑖=1
  

            𝑁𝑖 ← 𝑊̅𝑖. 𝑁𝑗  

           𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑒 (𝑁𝑖 , 𝑖, 𝑛𝑛𝑎𝑟𝑟𝑎𝑦)  

     𝐸𝑛𝑑 𝐹𝑜𝑟    
     𝑆𝑦𝑛𝑗 ← 𝑆𝑦𝑛 ∪ 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑏𝑦 𝑒𝑣𝑒𝑟𝑦 𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝑃𝑗

′  

𝐸𝑛𝑑 𝐹𝑜𝑟  
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2.5. Dataset 

The KEEL Repository contributed to the dataset that was used in this investigation [38]. Table 1 shows 

the dataset that was tested in this investigation which shows 6 (six) datasets that will be tested in this study. 

The dataset used in this study has diversity in terms of dimensions, samples, and also imbalance ratio. By using 

this varied dataset, it is hoped that the results of the study will describe the handling of class imbalance better. 

Table 1. Dataset 
Dataset Dimension Sample Imbalance Ratio 

Iris 4 150 2 

Haberman 3 306 2.78 

Vowel 13 988 10.10 

Ecoli4 7 336 13.84 

Shuttle0vs4 9 1829 13.87 

Yeast6 8 1484 39.15 

 

2.6. Confusion Matrix 

Table 2 contains the confusion matrix [39]. The Confusion Matrix is typically used to assess how well 

the classification results are performed. The confusion matrix in Table 2 is a matrix with 4 distinct combinations 

of expected values and actual values. In the confusion matrix, the classification process' outcomes are denoted 

by four terms: True Positive, True Negative, False Positive, and False Negative. 

 

Table 2. Confusion Matrix 
 Predictive Positive Class Predictive Negative Class 

Actual Positive Class True Positive (TP) False Negative (FN) 

Actual Negative Class False Positive (FP) True Negative (TN) 

 

2.7. Assessment Metric 

The assessment metrics used in this study are Precision, Recall, F1-Measure, and G-Mean. The 

determination of the assessment metric can be seen in Eq. (3-6) [40]. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

 𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (5) 

 𝐺 − 𝑀𝑒𝑎𝑛 = √
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
×

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (6) 

 

3. RESULTS AND DISCUSSION  

3.1. Experimental Setup 

On the datasets listed in the previous section, performance testing of the suggested approach is carried 

out. Traditional performance indicators like Precision, Recall, F1-Measure, and G-Mean are used to evaluate 

the system. A stratified k-fold (𝑘 = 10) was used to conduct the analysis. This study compares the results 

obtained by the Hybrid Approach-RSMOTE with the results obtained by the Hybrid Approach-SMOTE as 

research conducted by Polat [41]. 

 

3.2. Testing Results for Precision and Recall 

Table 3 shows the results of the Precision and Recall tests, which shows that in all datasets studied. The 

Hybrid Approach-RSMOTE outperforms the Hybrid Approach-SMOTE in terms of Precision and Recall. With 

an increase in the Imbalance Ratio, the Precision and Recall values achieved have a tendency to decline. Both 

the Hybrid Approach-RSMOTE and the Hybrid Approach-SMOTE have this problem. 
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3.3. Testing Results for F1-Measure and G-Mean 

Table 4 shows the results of the F1-Measure and G-Mean tests. In Table 4, it can be seen that the Hybrid 

Approach-RSMOTE still gives better results when compared to the Hybrid Approach-SMOTE, and this occurs 

in all tested datasets. 

 

3.4. Statistical Tests 

Statistical Tests were carried out using the Wilcoxon Signed-Rank Test. The results of the statistical tests 

can be seen in Table 5. Based on Table 5, it can be seen that the statistical test results with the Wilcoxon 

Signed-Rank Test indicate that the results obtained by the Hybrid Approach-RSMOTE provide significant 

differences from the Hybrid Approach-SMOTE. This shows that the Hybrid Approach-RSMOTE provides 

better results in handling class imbalance and noise compared to the Hybrid Approach-SMOTE. 

 

Table 3. Precision and Recall Test Results 

Dataset 
Hybrid Approach-RSMOTE Hybrid Approach-SMOTE 

Precision Recall Precision Recall 

Iris 0.967 0.937 0.957 0.915 

Haberman 0.957 0.948 0.942 0.937 

Vowel 0.927 0.922 0.911 0.916 

Ecoli4 0.917 0.921 0.897 0.916 

Shuttle0vs4 0.907 0.901 0.875 0.872 

Yeast6 0.895 0.887 0.867 0.843 

 

Table 4. F1-Measure and G-Mean Test Results 

Dataset 
Hybrid Approach-RSMOTE Hybrid Approach-SMOTE 

F1-Measure G-Mean F1-Measure G-Mean 

Iris 0.952 0.947 0.936 0.932 

Haberman 0.952 0.948 0.939 0.941 

Vowel 0.924 0.917 0.913 0.901 

Ecoli4 0.919 0.921 0.906 0.903 

Shuttle0vs4 0.904 0.911 0.873 0.881 

Yeast6 0.891 0.889 0.855 0.851 

 

Table 5. Statistical Test Using Wilcoxon Signed-Rank Test 
 P-Value Significant 

Precision 0.0312500 Both methods show a significant difference because the P-Value>0.05 

Recall 0.0312500 

F1-Measure 0.0355223 

G-Mean 0.0312500 

 

3.5. Discussion 

Based on the test results with Precision, Recall, F1-Measure, and G-Mean, it can be seen that the Hybrid 

Approach-RSMOTE gives better results when compared to the Hybrid Approach-SMOTE. The tendency of 

these two methods is that the results obtained tend to decrease as the imbalance ratio increases. The difference 

given by these two methods is quite significant on the basis of the Wilcoxon Signed-Rank Test result 

 

4. CONCLUSION 

Based on the results of the study, it was found that the selection of the over-sampling method had an 

effect on the results obtained in handling class imbalance with the Hybrid Approach. RSMOTE, which uses 

the concept of relative density, tends to give better results when compared to SMOTE. This can be attributed 

to RSMOTE's ability to handle the complexity of data associated with noise labels by calculating the relative 

density to measure the proximity of the minority samples to the heterogenous nearest neighbors and 

homogeneous nearest neighbors. The results obtained by the Hybrid Approach-RSMOTE are better and 

significantly different when compared to the Hybrid Approach-SMOTE. Future research is expected to 

improve the ability of the Hybrid Approach, especially if there is an increase in the Imbalance Ratio so that the 

results obtained do not decrease. 
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