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 A service Level Agreement is an agreement between service providers and 

consumers that contains the rights and obligations of both parties, particularly 

in terms of the delivery of services provided during the subscription period 

on service-based computing. Once approved, normally, the Service Level 

Agreement will not change until the end of the subscription period. SLA 

violations are often positioned between yes and no. As a result, service 

providers must deal with severe penalties or compensation. In this paper, the 

use of weightage for each SLA parameter is introduced in this paper. Such 

quantification using weightage is the main contribution. SLA violation 

detection cases in service-based computing are used to demonstrate how SLA 

quantification works. In the simulation scenario of SLA quantification, the 

presence of weightage and its aggregates along with the upper and lower 

bound is able to help the SLA violation detection process more appropriate. 

Violations are no longer seen between Yes and No, but the severity of the 

violation can also be determined. The number of violated parameters is not 

very influential in determining the level because the main determinant is the 

weightage. At the same time, the upper and lower limits are also very helpful 

in determining the level of violation. It is believed that SLA quantification is 

the way forward for better SLA management. 
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1. INTRODUCTION  

A service level agreement (SLA) is a contract between a service provider and a consumer that specifies 

both parties' rights and obligations, especially in terms of the delivery of services provided during the 

subscription period [1][2][3][4]. SLA is normally applied to service-based and business-related computing. An 

example of a common SLA is “availability = 95%,” which means that within 365 days (1 year), only 5% of 

service interruptions will occur. SLA also contains penalty issues for service providers in the event of a 

violation or disruption [5][6][7][8]. With the SLA, which is usually agreed upon by both parties at the 

beginning of the subscription period, the level of consumer confidence or trust in the service will be better 

[9][10]. 

Once approved, normally, the SLA will not change until the end of the subscription period [11]. This is 

in contrast to the situations in which the service is delivered via the Internet, where performance is highly 

volatile and influenced by a variety of factors [12]. This means that interference and violations of the SLA are 

very likely to occur. In fact, violations are often positioned between yes and no. It makes service providers 

have to deal with penalties or compensation [13]. If there are too frequent interruptions or violations, the level 

of consumer confidence or trust will decrease in the service provider [14][15]. 

There are several forms of compensation or penalties that are usually stated in the SLA, for example, “If 

there is a disruption in the provision of services, the consumer will be compensated according to a certain 

calculation.” For the availability case, an example of the calculation is “amount of compensation = (interruption 

time x number of consumers affected) / promised service time.” Compensation can also be financial or other 
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additional services. On the other hand, the number of parameters in the SLA is normally more than one. Thus 

there is a certain complexity in determining the overall level of violation of a service that has several SLA 

parameters. 

This paper presents a brief review of how best to quantify each SLA parameter along with the sample of 

its application. The motivation, related works, and contributions are presented in Section 1. Section 2 contains 

the method of how the SLA is quantified. An example of applying SLA quantification is briefly presented in 

section 4. Section 5 concludes this paper with a brief analysis and conclusion. 

SLA violations often occur due to highly dynamic conditions and loads in service-based computing 

environments [16][17].  It is also sometimes caused by a lack of resources or hardware and software failures. 

The negative impact of breaching the SLA is a loss of trust in services, as well as financial damage to customers 

[18][19]. Violation of the Service Level Agreement is a major challenge in the research community of SaaS 

cloud providers [21]. 

As previously stated, normally, violations are only divided into 2 (two), namely 'violated' or 'normal.' 

However, given the nature of service-based computing, this classification becomes less relevant. There are 3 

(three) categories of service fulfillment in the contract law in Europe, i.e. [22]: a) All-or-nothing provisioning, 

that is, service fulfillment will only be considered successful if all SLA parameters are met; b) Partial 

provisioning, which means that as long as some of the SLA parameters have been met, the service is considered 

successful; and c) Weighted Partial provisioning, which means that the success of service is measured by SLA 

parameters with a certain weightage that has exceeded the threshold. 

The 3rd category (Weighted Partial provisioning) was selected and used as a basic reference in SLA 

quantification based on SLA@SOI (European Project on SLA Management) report. It says that changes in the 

quality of Internet or network performance can have an impact on the likelihood of SLA violations occurring 

[23]. If an unavoidable violation occurs, then a penalty needs to be given based on the severity of the violation. 

Furthermore, the 3rd category was also chosen to overcome differences in performance measurement of several 

SLA parameters that exist in service [24]. 

SLA parameters in service-based computing are divided into 2 (two), namely functional and non-

functional parameters, see Fig. 1. Functional parameters define how services are maintained and how services 

are delivered to consumers. Data security and privacy matters fall into this category. Meanwhile, parameters 

such as availability and throughput are included in the non-functional category. Non-functional ones consist of 

parameters that are easy to measure. It is also called Service Level Objective (SLO). 

Non-functional parameters play a very important role in service-based computing because these 

parameters will always be monitored and evaluated regularly to ensure the performance of the services 

provided [25]. Each service will have different parameters, depending on the application or data stored [26]. 

Such measurement will be a consumer expectation of the service providers. In many services, SLO is often 

shown in the form of Quality of Service (QoS) [27], or the results of calculations from QoS, such as 

Availability, are calculated based on uptime and downtime. Some QoS parameters are shown in Table 1. 

 

 ` 

Fig. 1. SLA Taxonomy 

 

Table 1. Some QoS parameters 
Parameter Definition 

Uptime The time when the system is on and running normally 

Downtime The time when the system crashes 

Execution Time The time it takes for the service provider to turn on the system 

Latency The time it takes for a client request to reach the service provider 

Response Time The time it takes the system to react to the input 

Round trip Time Total time required for a request to return to the client 

Throughput Actual data rate in network 
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Service-based computing that is subscribed to by consumers often has more than 1 (one) non-functional 

parameter. Such a condition is inappropriate to determine a violation using only one of those parameters. 

Because it is possible that only a small number of parameters are disturbed when at the same time other 

parameters are running normally. In this case, the concept of a utility function that uses weightage [28] can be 

used in service-based computing. 

From the economic point of view of a service, utility is a measure of the preference for a number of goods 

(or services that people normally prefer). Utilities represent the satisfaction experienced by consumers with 

goods [29]. If such representation is adopted in service-based computing, both the service provider and the 

consumer can be assumed to have a preference [30] in the form of service objective, where normally, the 

service provider will try their best to meet the objectives of the consumer. This means that the preference of 

one party can be mapped on a utility value [15][31][32], and the higher the utility value, the higher the 

preference value. 

According to [33], the utility cannot be measured or observed directly. Economists try a way of inferring 

the value of utility by dividing it into cardinal and ordinal utilities. For cardinal utilities, the level of difference 

in utility values is determined ethically or locally. For example, beverage A has a utility value of u(A) = 120, 

B has a utility value of u(B) = 80, and D has a utility value of u(D) = 40. From a cardinal utility point of view, 

it can be concluded that A is better than B by the same amount and B is better than D. Whereas in ordinal 

utility, value differences are not determined ethically or culturally but based on priorities. Therefore in the 

previous beverage example, it can be concluded that A will be prioritized over B and D. 

In service-based computing, consumers are bound by the ability to pay based on their preferred service 

performance preferences. The consumers will determine preferences based on the priorities needed. Thus, 

ordinal utility is feasible to be adopted in SLA quantification. Such quantification is the main contribution of 

this paper. Another contribution is the implementation within a service-based computing scenario. 

 

2. METHOD  

In this section, design SLA quantification in the case of SLA violation detection is presented. Several 

previous studies regarding the detection of SLA violations have been carried out. For example, the development 

of the DeSVi architecture that functions as a monitoring tool and SLA violation detector [34]. The detection is 

based on a predefined performance threshold. An SLA violation detection framework is also described in [35] 

and [36]. However, those proposed detectors use the All-or-Nothing provisioning approach, where the violation 

will be determined from the fulfillment of only based on one of the SLA parameters.  

In order to detect SLA violations with the concept of Weighted Partial Provisioning, service consumers 

must define an initial weightage 𝑊 for each parameter they used, and the total weightage is ∑ 𝑊 = 1. It reflects 

the adoption of ordinal utility. Each 𝑊 is in the range from 0 to 1 (0 < 𝑊 ≤ 1). 

After determining the weightage, it should also be noted that SLA violations in service-based computing 

should not only be between Yes and No decisions but also in between. This means that it is necessary to propose 

and determine the limit of the violation 𝑇 on the total weightage when the violation occurred. In this case, 

consumers must determine not only the upper limit but also the lower limit in order to distinguish the level of 

violations that occurred. Violation levels are commonly used in some network monitoring tools, as in Cacti 

[37], Nagios [38], and PRTG [39]. Violations on such tools are normally divided into 4 (four) levels: No 

Violation, Low-Level Violation, Moderate Level Violation, and High-Level Violation. Such categorization of 

violations can be merely adopted in the violation detection of service-based computing cases [40][41]. 

The SLA violation detection process is depicted in Fig. 2 as a diagram. The weightage of each selected 

SLA preference and the threshold for determining the level of violation will be determined by consumers. Each 

parameter's weightage will be aggregated and compared to the upper and lower limits. 

 

 

Fig. 2. Violation Detection Method 
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If the violated weightage is 𝑊𝑖
𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑  and those violated parameter is multiplied by a constant 𝑝, the 

weightage aggregation is: 

𝑊𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑 = ∑ 𝑝𝑖  × 𝑊𝑖
𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑                (1) 

such that 

𝑝𝑖 {
1,
0,

𝑖𝑓 𝑖𝑡 𝑖𝑠 𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑
𝑖𝑓 𝑛𝑜𝑡 𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑

                           (2) 

If 𝑇1is the lower bound and 𝑇2 is the upper bound, then the categorization of violation can be seen in 

Table 2. Violations are divided into 3 (three) levels, namely low, medium, and high levels. The division is 

based on the aggregate weightage of the parameters that occur during the violation. 

 

Table 2. SLA Violation Level 

Level  Category Condition 

1 Low 0 < 𝑊𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑 ≤ 𝑇1
 

2 Moderate 𝑇1 < 𝑊𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑 ≤ 𝑇2
 

3 High 𝑇2 < 𝑊𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑 ≤ 1 

 

3. RESULTS AND DISCUSSION  

Assume there is a service A with SLA: Availability 98% per day, Response Time 8 ms per day, and Daily 

Throughput 50% of the maximum bandwidth. The service is more concerned with fast Response time than 

Availability and Throughput. If the service bandwidth is 10 Mbps, then the minimum data speed (throughput) 

is 5 Mbps. With different priorities for each parameter, it is decided that the weight for Availability is 0.3, 

Response Time is 0.4, and Throughput is 0.3. If you look at the data in Fig. 3, Fig. 4, and Fig. 5, there have 

been several violations of all parameters, but not at the same time. Table 3 shows the level of violations during 

the 5 days of the service with 𝑇1 = 0.3 and 𝑇2 = 0.8. On day one there were no violations. In the next day there 

was a violation on Response Time, the aggregate weightage of the violation was 0.4, where the weightage is 

categorized as Moderate Violation. The same level of violations also occurred on the 4th day, where violations 

occurred in Availability and Throughput so that the aggregate weightage of the violations was 0.6. Meanwhile, 

on the 3rd and 5th days, there was a low-level violation where the aggregate weight was only 0.3.  Violations 

on the 3rd day occur in Availability, and on the 5th day occur in Throughput. The data used in this preliminary 

experiment are artificial data. 

 

 

Fig. 3. Availability Data for 5 Days 

 

Table 3. Violation using 𝑇1 = 0.3 and 𝑇2 = 0.8 

Parameters Day 1 Day 2 Day 3 Day 4 Day 5 

Availability 0 0 0.3 0.3 0 

Response Time 0 0.4 0 0 0 

Throughput 0 0 0 0.3 0.3 

Violation Level n/a 2 1 2 1 
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Fig. 4. Response Time Data for 5 Days 

 

 

Fig. 5. Throughput Data for 5 Days 

 

Another example is a service B with an SLA containing Availability, Response Time, Throughput, 

Execution Time, and Packet Loss. The agreement for the first 3 (three) parameters is assumed to be the same 

as service A, while the Execution Time is 2 ms, and Packet Loss is 3%. It can be seen in Fig. 6 and Fig. 7 that 

a violation occurred on the 3rd day for Execution Time, and only on that day was there no Packet Loss violation. 

 

 

Fig. 6. Execution Time Data for 5 Days 

 

 

Fig. 7. Packet Loss Data for 5 Days 
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If the weightage for each parameter is set as 0.2, while 𝑇1 = 0.3 and 𝑇2 = 0.8, the level of violations is 

now as seen in Table 4. On the first day, there was a low level of violation because the aggregate 𝑊𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑  

was only 0.2. In contrast to days 2 to 5, there has been a moderate level of violation because 𝑊𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑  is 

between 𝑇1 and 𝑇2. Whereas on the 4th and 5th days, there were violations on 3 (three) parameters, compared to 

the previous 2 (two) days. 

 

Table 4. Violation using 𝑇1 = 0.3 and 𝑇2 = 0.8 

Parameter Day 1 Day 2 Day 3 Day 4 Day 5 

Availability 0 0 0.2 0.2 0 

Response Time 0 0.2 0 0 0 

Throughput 0 0 0 0.2 0.2 

Execution Time 0 0 0.2 0 0 

Packet Loss 0.2 0.2 0 0.2 0.2 

Violation Level 1 2 2 2 2 

 

4. CONCLUSION 

SLA quantification on service-based computing has been successfully carried out to address differences 

in performance measurement or SLA parameters on a service. Using weightage per parameter determined by 

the consumer at the beginning of the subscription period can help the process of handling disruptions to the 

service. 

In sample scenarios 1 and 2 of the application of SLA quantification, it can be seen that the presence of 

weightage and its aggregates can solve the problem of detection of violations. Violations are no longer seen 

between Yes and No, but the severity of the violation can also be determined. The number of violated 

parameters is not very influential in determining the level because the main determinant is the weightage. At 

the same time, the upper and lower limits are also very helpful in determining the level of violation. 

There are still many implementation scenarios that can be done from this quantification process, such as 

prediction [42][43] or classification of violations. Even further testing needs to be done from this quantification 

so that it can actually be applied to real-world cases and obtain a deeper analysis. It is believed that SLA 

quantification is the way forward for better SLA management. 
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