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 Crude oil is the main commodity of the global economy because oil is used 

as an ingredient for many industries globally and is the price base used in the 

state budget. Indonesian Crude Price (ICP) fluctuates following 

developments in world crude oil prices. A significant increase in crude oil 

prices will certainly disrupt the economy. Thus, the movement or fluctuation 

of ICP is essential for business players in the energy market, especially 

domestically. Therefore, crude oil price forecasting is needed to assist 

business people in making decisions related to the energy market. This study 

aims to find a suitable forecasting model for Indonesian crude oil prices using 

the Autoregressive Integrated Moving Average (ARIMA) method. The 

forecasting process used ICP time-series data per month for 50 types of crude 

oil within five years or 63 months. Based on the experimental results, it was 

found that the most fit ARIMA models were (0,1,1), (1,1,0), (0,1,0), and 

(1,2,1). The test results for April to September 2020 have a good and proper 

interpretation, except the type of BRC oil indicates inaccurate forecasts. The 

ARIMA error rate is very dependent on the value of the data before it is 

predicted and external factors, the more unstable the data value every month, 

the higher the error rate. 
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1. INTRODUCTION  

One of the most active trades in the world is the crude oil trade. Oil has a strategic role for both oil-

exporting and oil-importing countries because of the large volume of trade [1], [2]. Crude oil is the primary 

commodity of the global economy [3]. In fact, crude oil is an essential component of economic development 

and growth in industrialized and developing countries [4]. Crude oil is one source of energy that is very 

important and needed for human life. Oil is used as a material for various large and small industries, causing 

high demand for oil from various countries worldwide [5], [6].  

The Indonesian Crude Price (ICP) fluctuates following developments in world crude oil prices. A 

significant rise in the price of crude oil is certainly not expected by many governments worldwide, mainly the 

crude oil-producing countries, including Indonesia [1], [3], [4]. For countries that act as exporters, an increase 

in oil prices will trigger a decline in demand in the future. Meanwhile, for importing countries, this increase 

will disrupt their economic growth due to high inflation increases [7]. 

The ICP is the basis for crude oil prices used in the State Budget. Thus, the movement or fluctuation of 

ICP is essential for business people in the energy markets, especially in our country [8]. Therefore, crude oil 

price forecasting is needed to assist business people in making decisions related to the energy market and 

further reduce the impact of price fluctuations. Forecasting crude oil prices can utilize time-series data, which 

is forecasting with observations of an ordered set of data on Indonesian crude oil prices in a certain past period. 

One of the time series methods is the Autoregressive Integrated Moving Average (ARIMA) method or the 

Box-Jenkins method. 
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The ARIMA method is appropriate to overcome the complexity of time series and other forecasting 

situations. The ARIMA method could be used to estimate historical data with conditions that are difficult to 

understand, and its impact on the data is technically very accurate for short-term forecasts [9]–[11]. In addition, 

Gaetano Perone's research on the ARIMA model to estimate the spread and final size of the COVID-19 

epidemic in Italy shows that the ARIMA model could be seen as a fast and straightforward tool for 

programming health monitoring systems at the national and local levels. Interestingly, the ARIMA forecasting 

approach is simple to utilize and  interpreted [12]. In contrast, it is sensitive to outliers in the data and does not 

account for noise. For this reason, this model is considered a good model for short-term forecasting, but the 

results should be interpreted prudently [13]. 

Hence, it would be interesting to be done a study to describe fluctuations in Indonesian oil prices and 

forecast oil prices for some time to come using the ARIMA method. It could be expected that this research has 

contributed to making decisions in problems related to the price of Indonesian crude oil. 

 

2. METHOD  

The research implementation stage is carried out in this study is described by a diagram. That is, it explains 

all processes executed to predict the ICP using the ARIMA method. The following is the research 

implementation stage in Fig. 1. 

 

 
Fig. 1. Research Stages of ICP Forecasting using ARIMA Method 

 

The phase of forecasting Indonesian crude oil prices in Fig. 1 are as follows: 

a. Business understanding: The problem identification step is executed to find the focus of the problem to 

be analyzed. This study aims to describe fluctuations in Indonesian oil prices and forecasts for the future 

period. Forecasting results can be taken into consideration in making decisions related to Indonesian oil 

prices. 

b. Data understanding: This stage is the process of understanding and collecting data needed in forecasting 

Indonesian crude oil prices. 

c. Data preparation: The dataset used for forecasting crude oil prices is time-series data on Indonesian crude 

oil prices per month for 50 types of crude oil over five years or 63 months, namely January 2015 to March 

2020. 

d. Application of the ARIMA Method: The method will be applied the ARIMA method since it is fast, 

simple, and cheap. Further reasonably, it only requires variable data to be predicted. In addition, the 

ARIMA method is known to have good accuracy for short-term forecasting. 

e. Testing: The model performance test is accomplished to know the accuracy rate of the forecasting results 

and determine the best ARIMA model for forecasting the object of this research. The test will use the 

Mean Absolute Percentage Error (MAPE) parameter. 
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2.1. ARIMA Method 

The time series is a series of data in observation values measured over a certain period, based on time 

with equal intervals [9], [14], [15]. Time series analysis is basically used to perform data analysis that considers 

the effect of time. Data is collected periodically based on time in units of hours, days, weeks, months, quarters, 

or years. Time series analysis can be done to assist in planning for the future [16]. 

There are two components to the time series forecasting technique. First, forecasting models based on 

statistical and mathematical approaches: moving average (MA), exponential smoothing (ES), regression, and 

ARIMA [17]–[20]. Second, artificial intelligence-based forecasting techniques: neural networks (NN), genetic 

algorithms (AG), simulated annealing (SA), genetic programming (GP), classification, and hybrids [21], [22]. 

The ARIMA method, commonly referred to as the Box-Jenkins method, is intensively elaborated by 

George Box and Gwilym Jenkins (1976). It is a new development in economic forecasting methods, does not 

aim to form a structural model (single equation or simultaneous equation) that based on economic theory and 

logic but to analyze the probabilistic or stochastic analysis of time series data by holding the philosophy of “let 

the data speak for themselves” [17], [23]. The type of linear time series models included in this method includes 

Autoregressive (AR), Moving Average (MA), Autoregressive Moving Average (ARMA), and ARIMA [24], 

[25]. 

Successively implementing the ARIMA method are specification or model identification, estimating 

model parameters, diagnostic checking, and forecasting. The following is a description of the steps of the 

ARIMA method [11], [25]–[29]. 

1. Model Identification 

At this step, model identification is made by: 

a. Data Description: plots a graph to see data values as the identification process to know whether the 

data shape is seasonal or non-seasonal. 

b. Augmented Dickey-Fuller (ADF) test: determine the p-value to determine the data stationarity 

because the data used in the ARIMA method must be stationary. 

c. Differencing process: carried out if the data is not stationary. After the differencing is done, the ADF 

value will be tested back. The differencing process will continue until the data are stationary if they 

are still not [30]. 

d. Identification of Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) 

graphs: plotting ACF and PACF graphs to assist the process of estimating 𝑝 and 𝑞 parameter values 

in the ARIMA model (𝑝, 𝑑, 𝑞). Determination of p and q values by observing the pattern of the ACF 

and PACF functions of the series is analyzed, based on Table 1 [31], [32]. 

 

Table 1. Formula of Autocorrelation and Partial Autocorrelation 

Autocorrelation (ACF) Partial autocorrelation (PACF) ARIMA tentatif 

Going to zero after 𝑙𝑎𝑔 𝑞 Gradually descending/fluctuating. ARIMA (0, 𝑑, 𝑞)  

Gradually descending/fluctuating Going to zero after 𝑙𝑎𝑔 𝑞 ARIMA (𝑝, 𝑑, 0) 

Gradually descending/fluctuating (as 

long as 𝑙𝑎𝑔 𝑞 not zero) 

Gradually descending/fluctuating 

(as long as 𝑙𝑎𝑔 𝑞 not zero) 

ARIMA (𝑝, 𝑑, 𝑞) 

 

2. Estimation of Model Parameters 
At this stage, selecting the best model estimate to be used is determined by searching for the smallest 

Akaike Information Criterion (AIC) value. The AIC is a criterion for selecting the best model proposed by 

Akaike in 1973 based on considering the many parameters in the model [33]. The AIC value is expressed in 

(1) [26], [27], [34]. 

 𝐴𝐼𝐶 (𝑘) =  𝑁 𝑙𝑛(�̂�𝑎
2) + 2𝑘 (1) 

where 𝑘 is number of parameters in the model, 𝑁 is number of data, and �̂�𝑎
2 is maximum likelihood estimation 

of 𝜎𝑎
2. 

3. Diagnostic Checking 

While obtaining the ARIMA estimator, a diagnostic test is carried out to check whether the suspected 

model meets the requirements based on the residual graph, KDE histogram, Q-Q, and correlogram. 

4. Applying the Models for Forecasting 

While the appropriate model is obtained, the next step is forecasting the future period on training data and 

forecasting data using the model. 
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2.2. Measurement of Accuracy Rate 

The MAPE parameter indicates how much the forecast error is compared to the actual value [35]. A 

forecast has outstanding performance if a MAPE value is below 10% and good performance if the MAPE value 

ranges from 10% to 30%. The general form of this model is expressed in (2) [36]–[40]. 

 
𝑀𝐴𝑃𝐸 =  

∑ |(
𝐴𝑡 − 𝐹𝑡

𝐴𝑡
) 100|𝑛

𝑡=1

𝑛
 

(2) 

where 𝑛 is the value of the period; 𝐴𝑡 is the actual value in the t-th period; 𝐹𝑡  is the forecast value in period-t. 

The interpretation of MAPE values is presented in Table 2 [41]–[43]. 

 

Table 2. Interpretation of MAPE Values 

Range MAPE Interpretation 

< 10% The highly accurate forecasting performance 

10% - 20% Good accurate forecasting performance 

20% - 50% Decent forecasting performance 

> 50% Inaccurate forecasting performance 

 

3. RESULTS AND DISCUSSION  

3.1. Data Processing 

The data used in forecasting oil prices are in the form of ICP data for 50 types of crude oil produced in 

Indonesia from January 2015 to March 2020. It is consists of 66 data for each crude oil type, so the total data 

used is 3,300 crude oil price data. The ICP data is displayed in graphical form using the panda's library and 

Matplotlib to describe the time series data used in the forecast process. ICP data from one type of crude oil is 

presented in Fig. 2. 

 

 
Fig. 2. Price of SLC oil (US Dollar/Barrel) in 2015-2020 

  

Based on Fig. 2, at the beginning of 2015, SLC oil prices gradually rose and declined in the middle to the 

end of the year. In 2016, the SLC price rose initially and then fell in the middle of the year. However, the price 

rose again at the end of the year. Opposite, in 2017, it gradually decreased and then increased from the middle 

to the end of the year. In 2018, it tended to rise and then fell at the end of the year. In 2019, the price of SLC 

oil fluctuated throughout the year, and in early 2020 the price of oil decreased. 

Based on the observation of oil prices for the last five years, SLC oil prices are not seasonal data. 

Fluctuations in other types of Indonesian crude oil experienced the same thing. 

 

3.2. Implementation of ARIMA Method 

The implementation of the ARIMA method in forecasting Indonesian oil prices consists of the ADF 

testing (stationarity test), differencing process, identification of ACF and PACF charts, estimation of ARIMA 

model parameters, diagnostic testing, distribution of training data, forecasting of training data, and the 

application of ARIMA to forecast data. 

1. The ADF Testing 

This stage is implemented using the Statsmodels library. The P-value from the ADF test results is used to 

see if the time series data is stationary or not. A differencing process is required if the data is not stationary (p-

value is more than 0.05). The results of the ADF testing process are presented in Table 3. 
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Table 3. The Result of ADF ICP Testing 

Types of Indonesian Crude Oil P-Value 

SLC 0.26119290 

Arjuna 0.31691161 

Attaka 0.32015443 

Cinta 0.27446755 

Duri 0.17991271 

⋮ ⋮ 
Walio Mix 0.32900943 

 

2. Differentiating Process 

The differencing process uses the help of Matplotlib's library. Based on the ADF test results' p-values in 

each differencing step, it is possible to determine whether the data is stationary. If the data is still not stationary, 

then the differencing process is needed again until it becomes stationary. Table 4 shows the result of 

differencing results. 

 

Table 4. The Result of ADF Testing after Differencing 

Types of Indonesian Crude Oil P-Value Diff 1 P-Value Diff 2 

SLC 0.00007612 - 

Arjuna 0.00052180 - 

⋮ ⋮ ⋮ 
Bontang Return Condensate (BRC) 0.00033203 0.00004055 

Komplek Palembang Selatan (KPS) 0.00006035 0.00002330 

⋮ ⋮ ⋮ 
Walio Mix 0.00033203 - 

 

Based on the ADF test after the differencing process in Table 4, almost all types of crude oil only require 

a one-time differencing process. The type of crude oil that requires two times differencing for stationary is the 

type of Bontang Return Condensate (BRC) and the South Palembang Complex (KPS). 

 

3. Identifying ACF and PACF Charts 

This stage uses the help of the Matplotlib library. ACF and PACF graphs are formed based on the number 

of times the differencing process is performed. ACF and PACF graphs are used to determine a tentative model 

in estimating the ARIMA model parameters. 

The ACF and PACF graphs of SLC oil in Fig. 3 show that the ICP data of SLC oil that underwent a 

differencing process resulted in a stationary data model on the average ICP of SLC oil. In addition to the 0th 

lag, which definitely crosses the significant limit, the first lag line crosses the significant limit (blue area) on 

both the ACF and PACF charts. ARIMA tentative models that can be proposed for SLC oil types are 1,1,1), 

(1,1,0), (0,1,1), or (0,1,0). Likewise, the tentative model for oil types other than BRC, Klamono, and KPS. 

 

 
Fig. 3. The ACF and PACF of SLC oil 

 

According to the ACF and PACF charts of BRC oil in Fig. 4, the ACF chart for BRC oil type 8th lag line 

crosses its significant limit, while the third lag line on the PACF chart crosses the significant limit so that the 

ARIMA tentative model proposed for BRC oil type is ( 3,2,1), (2,2,1), (3,2,0), (2,2,0), (1,2,1), (1,2,0), (0, 2.1), 

or (0.2.0). Fig. 5 shows the ACF and PACF charts for Klamono oil, where on the ACF and PACF charts, only 
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the 0th lag crosses the significant limit, so the tentative model that can be proposed for the Klamono oil type 

is ARIMA(0,1,0). Based on Fig. 6, the first lag line on the ACF chart for KPS oil types crosses a significant 

limit, while the second lag line on the PACF chart crosses a significant limit so that the ARIMA tentative model 

that can be proposed for KPS oil types is (2,2,1), (2,2,0), (1,2,1), (1,2,0), (0,2,1), or (0,2,0). 

 

 
Fig. 4. The ACF and PACF of BRC oil 

 

 
Fig. 5. The ACF and PACF of Klamono oil 

 

 
Fig. 6. The ACF and PACF of KPS oil 

 

4. Parameter Estimation of ARIMA Model 

At the parameter estimation stage of the ARIMA Model, a search (either stepwise or parallel) is carried 

out on the possible models within the provided constraints and selects the parameters that minimize the given 

metrics. The estimation of ARIMA model parameters based on the smallest AIC value in Table 5. 

 

Table 5. The Result of ARIMA Parameter Estimation 

Types of Indonesian Crude Oil ARIMA (𝒑, 𝒅, 𝒒) 

SLC (0,1,1) 

Arjuna (0,1,1) 

Attaka (0,1,1) 

Cinta (0,1,1) 

Duri (0,1,1) 

⋮ ⋮ 
Walio Mix (0,1,1) 
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5. Diagnostic Testing 

The diagnostic testing phase utilized the help of the Statsmodels plot_diagnostics library. The graphs 

formed are residual, correlograms, histograms, and normal Q-Q. The residual graph is checked based on 

unclear seasonality patterns and fluctuates around an average of zero. 

The correlogram graph has a low correlation with the lag of the ACF graph marked by 95% lag whose 

value is more than one should not be significant. On the KDE histogram chart, the curve lines follow the normal 

distribution curve of the KDE histogram chart. On the normal Q-Q chart, most of the points should be perfectly 

parallel to the red line. The results of the SLC oil diagnostic test are presented in Fig. 7. 

 

 
Fig. 7. The Result of ARIMA model’s diagnostic testing for SLC oil 

 

Appropriate to the diagnostic test results of the SLC oil ARIMA model in Fig. 7, it can be seen that the 

residual graph has a value that fluctuates around an average of zero and is not fixed. The correlogram graph 

for the lag line that exceeds one is not significant (passes the blue zone). In addition, on the KDE histogram 

graph, the shape of the curve line follows the normal distribution curve of the KDE histogram graph. Lastly, 

most of the blue dots are almost perfectly aligned with the red lines on the normal Q-Q chart. 

 

6. Training Data Ratio 

This stage is the process of separating training data and test data. This stage is implemented using the 

panda's library and the iloc function. 

  

7. Forecasting on Training Data 

This stage is implemented using the Statsmodels pmdarima's library. The amount of data on the train 

variable or training data is 60 data in the period January 2015 to September 2019 data for each crude oil type 

or a total of 3,000 data. The amount of data on the test variable or test data is 6 data in the period October 2019 

to March 2020 for each crude oil type or a total of 300 data. The forecasting outcomes from the training data 

are shown in Table 6. 

According to Table 6, it has been found that the results of forecasting the training data, the ICP value 

from October 2019 to March 2020 tends to increase. The actual data also tended to increase until December 

2019 and then decrease from January to March 2020. This decline was due to external factors, which the 

COVID-19 pandemic significantly affected crude oil demand worldwide. 

 

Table 6. The Forcasting Result of Data Training 

Types of Indonesian Crude Oil Oct/2019 Nov/2019 …  Mar/2020 

SLC 62.41716 62.75162 …  64.08944 

Arjuna 63.35777 63.72267 …  65.18228 

Attaka 64.87574 65.22896 …  66.64187 

Cinta 61.49420 61.81359 …  63.09115 

Duri 70.72576 71.23714 …  73.28267 

Widuri 61.62518 61.95586 …  63.27855 

Belida 64.01594 64.45043 …  65.72353 

Senipah Condensate 58.99595 59.23095 …  60.17093 

ANOA 65.27574 65.62896 …  67.04187 

Arun Condensate 58.99595 59.23095 …  60.17093 

Bekapai 64.87574 65.22896 …  66.64187 

⋮ ⋮ ⋮ ⋮  ⋮ 
Walio Mix 61.32356 61.68915 …  63.15151 
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8. Evaluating of Forecasting result on Testing Data 

This stage is implemented using the Numpy library, where the test parameter used is the MAPE value. 

Based on (1), the following results are obtained. Testing the results of forecasting training data using MAPE is 

presented in Table 7. 

1) SLC 

𝑀𝐴𝑃𝐸 𝐴𝑟𝑗𝑢𝑛𝑎 =
115.06414646

6
=  19.17735774 

2) Arjuna 

𝑀𝐴𝑃𝐸 𝑆𝐿𝐶 =
106.34229023

6
 =  17.72371503 

50) Walio Mix 

𝑀𝐴𝑃𝐸 𝑊𝑀 =
138.89092888

6
 =  23.14848814 

Table 7. Evaluation of Forecasting result on Testing Data 

No. Types of Indonesian Crude Oil MAPE (%) 

1 SLC 17.7237150394625 

2 Arjuna 19.1773577435903 

3 Attaka 20.1076032624674 

4 Cinta 18.6994720576033 

5 Duri 17.7237150394625 

⋮ ⋮ ⋮ 
50 Walio Mix 23.1484881471690 

 

Based on Table 7, the forecasting results have a MAPE value of 15-23%. In the MAPE interpretation in 

Table 2, the forecasting results are categorized as good and proper forecasting (acceptable). 

 

9. Forecasting using Forecasting Dataset 

The ARIMA model that has been tested is applied for ICP forecasting in the period April to September 

2020. The results of forecasting forecast data are presented in Table 8. 

Appropriate to the results of forecasting training data and forecasting data, ARIMA's accuracy rate is 

highly dependent on the previous period's ICP data and external factors that can affect such as extraordinary 

events of the Covid-19 pandemic. The more unstable the data value is each month, the higher the MAPE value. 

 

Table 8. Forecasting result of ICP on April-September 2020 

Types of Indonesian Crude Oil Apr/2020 Mei/2020 …  Sep/2020 

SLC 29.09194 28.88167 …  28.04058 

Arjuna 27.90949 27.69297 …  26.82691 

Attaka 26.49403 26.22042 …  25.126 

Cinta 26.68656 26.43667 …  25.4371 

Duri 34.26134 34.16911 …  33.80023 

Widuri 27.31916 27.08711 …  26.15889 

Belida 24.83039 21.2588 …  17.86737 

Senipah Condensate 25.58528 25.28069 …  24.06232 

ANOA 26.89403 26.62042 …  25.52599 

Arun Condensate 25.58528 25.28069 …  24.06232 

Bekapai 26.49403 26.22042 …  25.126 

⋮ ⋮ ⋮ ⋮  ⋮ 

Walio Mix 22.01958 21.74417 …   20.64254 

 

4. CONCLUSION 

According to the research that has been done, based on the results of parameter estimation and diagnostic 

tests for 50 types of Indonesian crude oil, the fittest ARIMA models are (0,1,1), (1,1,0), (1,1,1), and (1, 2.1). 
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ICP forecasting using the ARIMA method in the period October 2019 to March 2020 has a good and proper 

interpretation (acceptable) with an average forecasting error rate (MAPE) o,f 15-23%. This study can be 

developed for further research to compare with other economic forecasting methods based on time series, and 

combining the ARIMA method with other methods or supporting variables improves the accuracy of the 

forecast results. 
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